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ABSTRACT

The clustering in time (seriality) of extratropical cyclones is responsible for large cumulative insured
losses in western Europe, though surprisingly little scientific attention has been given to this important
property. This study investigates and quantifies the seriality of extratropical cyclones in the Northern
Hemisphere using a point-process approach. A possible mechanism for serial clustering is the time-varying
effect of the large-scale flow on individual cyclone tracks. Another mechanism is the generation by one
“parent” cyclone of one or more “offspring” through secondary cyclogenesis. A long cyclone-track database
was constructed for extended October–March winters from 1950 to 2003 using 6-h analyses of 850-mb
relative vorticity derived from the NCEP–NCAR reanalysis. A dispersion statistic based on the variance-
to-mean ratio of monthly cyclone counts was used as a measure of clustering. It reveals extensive regions
of statistically significant clustering in the European exit region of the North Atlantic storm track and over
the central North Pacific. Monthly cyclone counts were regressed on time-varying teleconnection indices
with a log-linear Poisson model. Five independent teleconnection patterns were found to be significant
factors over Europe: the North Atlantic Oscillation (NAO), the east Atlantic pattern, the Scandinavian
pattern, the east Atlantic–western Russian pattern, and the polar–Eurasian pattern. The NAO alone is not
sufficient for explaining the variability of cyclone counts in the North Atlantic region and western Europe.
Rate dependence on time-varying teleconnection indices accounts for the variability in monthly cyclone
counts, and a cluster process did not need to be invoked.

1. Introduction

The development of severe extratropical cyclones
over the North Atlantic can have devastating effects on
the European economy, especially when these storms
move over the continent. For instance, the three severe
storms of December 1999 (Anatol, Lothar, and Mar-
tin1) cost an estimated 18.5 billion euros in economic

damage, of which 10.7 billion was insured (Munich Re
2002). Such storms often develop rapidly and fail to
head north before making landfall into Europe. The
most damaging European storms generally belong to
one or more of the following three types.

1) Serial storms: These storms typically occur when
successive unstable waves develop and move rapidly
along the trailing front in the wake of a large “par-
ent” low. The two devastating storms of Christmas
1999, Lothar and Martin, were separated by just a
36-h interval. Several episodes with consecutive
storms have caused large insured losses in recent
years, notably the eight storms in December 1989
and January 1990 (10.5 billion euros), and the three
storms in December 1999 (10.7 billion euros). The
seriality of European winter storms during a season
can lead to cumulative insurance losses comparable
to those from a catastrophic hurricane.

2) Rapid developers: Fast developments leading to

1 Since 1954, the Institute for Meteorology at the Freie Univer-
sität Berlin has given names to all extratropical cyclones and an-
ticyclones that influence the weather in Europe. Highs and lows
are assigned names of opposite genders. The names are in alpha-
betical order, and genders alternate every year (more information
available online at http://www.met.fu-berlin.de/wetterpate/).
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very deep cyclones are not exceptional in the North
Atlantic storm track. Extratropical cyclones with
deepening rates exceeding 24 hPa day�1 are known
as explosive cyclones or “bombs” (Bergeron 1954).
Deepening at over twice that rate is not uncommon
in winter over the North Atlantic and the North
Pacific. There is evidence that the number of explo-
sive cyclones has increased globally over the past 21
yr and 45 bombs yr�1 occur on average in the North-
ern Hemisphere (Lim and Simmonds 2002). Fortu-
nately, many of these cyclones reach Europe in a
late stage of their life cycle and they do not intensify
further (e.g., the Baltic storm of January 1993, the
English Great Storm of October 1987, and the
storms of December 1999).

3) Slow movers: Because they move slowly, these sys-
tems are able to produce large accumulations of pre-
cipitation concentrated over small regions and so
can lead to serious flood damage such as the storm
of 14–15 November 2002, which caused severe
flooding in eastern Scotland.

This study will focus on serial storms. Besides the
obvious economic motivation, serial clustering of extra-
tropical cyclones raises several challenging scientific
questions:

• How can the serial clustering of extratropical cy-
clones be quantified?

• Do extratropical cyclones cluster more than expected
by chance?

• What are the key mechanisms behind seriality?
• How predictable is cyclone seriality?
• Will cyclone seriality increase in the future?

Previous studies on midlatitude storm tracks (e.g.,
Hoskins and Hodges 2002, and references therein) have
already presented descriptive diagnostic statistics of
track and feature densities, but have not addressed the
issue of seriality. There is an obvious need to develop
probabilistic model-based approaches for quantifying
the effect that cyclone seriality has on risk in the north-
eastern Atlantic and Europe. Specifically, ignoring im-
portant variations in the rate of storms may lead to a
significant underestimation of storm-related risks.

This introductory paper on seriality deals with the
first three essential questions above. Section 2 of this
paper presents the dynamical background on cyclone
seriality. Although clustering was recognized early on
as a property of extratropical cyclones, and despite the
societal impact mentioned above, it has received little
attention in the published scientific literature. Section 3
provides a description of the meteorological dataset
used and an explanation of how the cyclonic features

were identified and tracked. In section 4, the stochastic
Poisson process model used to assess clustering is de-
scribed. The mathematical derivations are presented in
the appendix. Section 5 presents results for the North-
ern Hemisphere, but with particular emphasis on the
North Atlantic and European sectors. Section 6 sum-
marizes the main findings and suggests possible future
work.

2. Background

a. Complete serial randomness

A useful statistical tool to model the succession of
events such as cyclone occurrences at a particular loca-
tion is the point process (see Cox and Isham 1980 for a
detailed discussion). The simplest hypothesis that can
be formulated is that cyclones occur in a completely
random fashion (i.e., the occurrence of one cyclone at
any moment is independent of previous occurrences).
In this case the occasional time aggregation of extra-
tropical cyclones is only due to chance. The simplest
model that describes complete serial randomness is the
one-dimensional Poisson process with constant intensity
(or rate), also known as the simple homogeneous Pois-
son process. A more complete description of this pro-
cess and its properties is given in the appendix.

However, cyclones affect the ambient baroclinicity of
the storm track (e.g., through diabatic heating; Hoskins
and Valdes 1990), so it is reasonable to think of possible
dependencies that may cause the cyclones to occur ei-
ther in clusters, or at more regular intervals.

b. Serial clustering

One possible mechanism for clustering is the time-
varying effect of large-scale factors on individual cy-
clone tracks. The variable frequency of cyclone occur-
rence that results can produce apparent clusters of
events during periods when the rate is high. A point
process that models this mechanism is the Poisson pro-
cess with variable rate, also known as the inhomoge-
neous Poisson process. Situations featuring a strong jet
stream across the North Atlantic are often associated
with a fast succession of baroclinic waves due to a vig-
orous steering flow, and the enhanced baroclinicity pro-
vides favorable conditions for the formation and
growth of frontal waves. Strong upper-level divergence
and vertical ascent at the right entrance and left exit of
jet streaks2 (Namias and Clapp 1949; Murray and

2 Regions of wind speed maxima embedded within jet streams
(Palmén and Newton 1969).
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Daniels 1953) contribute to the rapid development of
extratropical cyclones and severe storms (Uccellini and
Johnson 1979; Uccellini 1990). In the North Atlantic,
strong jet streams and high cyclone rates are observed
when the Icelandic low is deeper and the Azores high is
stronger than normal [i.e., when the North Atlantic Os-
cillation (NAO) is in a positive phase]. For this reason,
the NAO has traditionally been regarded as the prin-
cipal large-scale pattern that explains the variation in
the rate of cyclones arriving in western Europe (Rog-
ers 1997). However, little attention has been devoted to
the possible contribution of other large-scale factors
besides the NAO.

A process with a fluctuating rate is not the only
source of clustering. Cyclones may also be clustered in
space and time because they form part of a coherent
entity such as a wave packet. A point process that mod-
els this behavior is known as a Poisson cluster process.
An example of this type of process is when the occur-
rence of one parent event triggers the occurrence of
one or more “offspring.” This is a key idea in the early
model of cyclone families proposed by the Bergen
School (Bjerknes and Solberg 1922). The cyclone fam-
ily model relied on the assumption of a preexisting po-
lar front—a discontinuity surface separating the cold
polar air from the warm tropical air. Waves are pro-
duced as a result of the inherent instability of the polar
front and then propagate along this front as “families”
of cyclones, with each cyclone in the family being seen
as a replica of the preceding cyclone at an earlier stage
of its cyclonic development (Fig. 1). Each family of
cyclones brings warm and moist air from the south, and
is separated from the following family by an incursion
of cold polar air from the higher latitudes. Numerical
simulations of the atmospheric general circulation led
later to the understanding that “primary cyclones,” or,
in family parlance “parent cyclones” can themselves

create fronts along which new, generally smaller “sec-
ondary” cyclones may form (Eliassen 1966).

Simmons and Hoskins (1979) proposed that the cy-
clone family might be seen as a manifestation of up-
stream energy dispersion along the trailing cold front
behind a parent cyclone. This idea was reexamined by
Thorncroft and Hoskins (1990) in a paper on frontal
cyclogenesis. Furthermore, Simmons and Hoskins
(1979) and later Orlanski and Chang (1993) pointed out
that baroclinic waves can also develop through down-
stream propagation of energy. In contrast with the Ber-
gen School cyclone family, offspring in a wave packet
are generated ahead of the parent cyclone, as the en-
ergy propagates downstream at over twice the speed of
the waves. Chang and Orlanski (1993, 1994) empha-
sized the important role of downstream energy disper-
sion (downstream developments) from baroclinic
waves in extending eddy activity eastward in the less
baroclinic regions of the northern Pacific storm track.

It is not obvious that a simple cluster process can be
used to describe cyclone clustering. This is due to the
complexity and variety of mechanisms that govern
fronts and cyclones. Distinct types of midlatitude cy-
clones have been identified according to their mode of
formation (Charney 1947; Eady 1949; Petterssen 1956;
Petterssen and Smebye 1971; Deveson et al. 2002), and
cyclones that belong to the same cluster may not nec-
essarily share the same structure and origin (e.g., baro-
clinic instability, extratropical transition of a tropical
cyclone, upper-level advection of vorticity). Parker
(1998) even argued that, in view of their smaller scale,
secondary frontal waves are subject to a wider range of
mechanisms that can then affect their growth. The com-
bination of mechanical factors (e.g., flow deformation)
and physical processes (e.g., latent heat release) con-
tribute to increasing cyclone heterogeneity (e.g., Ren-
frew et al. 1997; Mallet et al. 1999). We can reasonably

FIG. 1. Cyclone families in the storm track: in this model, a secondary cyclone is formed on
the waving cold front of a primary parent cyclone. The new cyclone is dynamically similar to
its parent. From Bjerknes and Solberg (1922).
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assume, however, that observed cyclone clusters are
likely to be produced by a combination of inhomoge-
neous and cluster processes, and that the resulting com-
pound clustering must be accounted for by modes of
climate variability that have lower frequencies than the
synoptic scale.

c. Serial regularity

Rather than clustering, the other alternative to pure
serial randomness is regularity of cyclone occurrences.
A natural cause for regular patterns is the existence of
minimum permissible distance and time between any
two events. Extratropical cyclones are not points, but
have horizontal length scales that range typically from
several hundreds to more than one thousand kilome-
ters. The centers of successive cyclones cannot be in-
definitely close, and as a result we may expect some
regularity to arise where the process has very high rates.
Another possible reason for regularity is that baroclinic
waves can be more regular in the early stages of their
growth than when these waves become predominantly
nonlinear at larger amplitude farther downstream.

3. Cyclone track database

a. Data

A long climatology of Northern Hemisphere storm
tracks has been computed using 53 extended winters
(October–March 1950/51–2002/03) of 6-h reanalyses
from the National Centers for Environmental Predic-
tion–National Center for Atmospheric Research
(NCEP–NCAR) reanalysis (Kalnay et al. 1996). The
choice of the NCEP–NCAR reanalysis is motivated by
the following reasons.

1) It is the longest reanalysis product available at a 6-h
sample rate.

2) It is freely accessible at the NOAA–Cooperative In-
stitute for Research in Environmental Sciences
(CIRES) Climate Data Center, Boulder, Colorado
(more information available online at http://www.
cdc.noaa.gov/).

3) A recent comparison with other reanalyses includ-
ing the European Centre for Medium-Range
Weather Forecasts (ECMWF) 15-yr Re-Analysis
(ERA-15; Hodges et al. 2003) showed little differ-
ence overall in the tracking statistics for a broad
range of fields at lower-tropospheric levels.

Previous studies have often used the conventional
December–February (DJF) winter season. For example,
Hoskins and Hodges (2002) used only 21 DJF winters
(1979–2000). This study has used instead extended

winter seasons lasting October–March (ONDJFM) in
order to avoid missing the cyclones that occur in the
autumn and early spring. The new track dataset here
has been computed using 53 October–March winters,
which makes it the longest objective track dataset to be
studied.

The zonal and meridional components of the 850-mb
wind were extracted for the whole Northern Hemi-
sphere. The 850-mb wind components were then used
to compute the 850-mb relative vorticity �850. Although
mean sea level pressure (SLP) has historically been the
traditional variable used for tracking cyclones, �850 is
better able to detect cyclones because this variable fo-
cuses on smaller spatial scales and it is less influenced
by the background state than SLP. Systems with a cy-
clonic circulation around a maximum of relative vortic-
ity can often be located in the early stages of their
development long before the associated minimum in
surface pressure is detectable (i.e., systems at an open
wave stage with no closed isobars, see, e.g., Sinclair
1994). Relative vorticity also gives a measure of the
circulation around the cyclone, and so is more directly
associated to the two physical variables that cause dam-
age: wind (through circulation) and precipitation
(through vertical motion). One potential drawback of
relative vorticity is that it is spatially more noisy than
SLP because it resolves mesoscale structures such as
fronts. However, this does not appear to be a problem
at the relatively low horizontal resolution (T63) of the
NCEP–NCAR reanalysis.

b. Identification and tracking of cyclones

Early methods for tracking cyclones were predomi-
nantly subjective (e.g., Klein 1957; Akyildiz 1985; Reed
et al. 1986). A major inconvenience of subjective track-
ing is the limitation of the geographical region explored
and of the number of phenomena that can be followed.
However, the need to deal with increasingly large me-
teorological datasets and the availability of better com-
puter technology have stimulated the development of
various automated feature-tracking systems. The sim-
plest and most common algorithms are based on near-
est-neighbor searches (e.g., Blender et al. 1997). Unfor-
tunately nearest-neighbor searches may produce incon-
sistent results when dealing with fast-moving features
or when the elapsed time between consecutive analysis
frames is large. More sophisticated techniques were de-
veloped in order to address these deficiencies. For ex-
ample, Murray and Simmonds (1991) devised a local
optimization scheme to identify low pressure centers,
and then computed the tracks by calculating the prob-
ability of association between the features. The method
was refined later by Simmonds et al. (1999) and com-
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pared against manual tracking. They found that in gen-
eral the automatic algorithm tended to find more sys-
tems than the manual analysis, the extra systems being
mainly those identified as weak or open. Simmonds and
Keay (2000) applied this method in a study of extra-
tropical cyclones in the Southern Hemisphere.

Other tracking algorithms have been developed and
used to study cyclone activity (e.g., Serreze 1995; Ser-
reze et al. 1997). The cyclone tracks here have been
calculated using the objective technique developed by
Hodges (1994, 1995, 1996). This scheme has already
been successfully employed in several previous studies
(e.g., Hoskins and Hodges 2002; Hodges et al. 2003).
The approach proceeds as follows:

1) Filter out the planetary-scale background waves.
For this work, spherical harmonics with wavenum-
ber n � 5 have been removed from the original
fields as recommended by Hoskins and Hodges
(2002). Although this step is not so much required
on �850 fields as it is on SLP fields, it ensures that the
local minima or maxima to be tracked are not con-
founded by planetary wave factors (Anderson et al.
2003).

2) Identify the �850 cyclonic features. The data are in-
terpolated or smoothed using a spline technique for
the sphere. This method provides surface fits with
continuity constraints so that the surface is periodic
in longitude and continuous at the poles. Taking the
gridpoint maxima as starting points, the off-grid po-
sition and field value of the local maximum are then
found by means of a constrained conjugate gradient
method (Goldfarb 1969). The weakest features (lo-
cal �850 maxima less than 10�5 s�1) are ignored to
help improve the efficiency of the tracking without
losing the features of interest.

3) Tracking: This operation is performed directly on a
sphere to overcome the problems caused by the un-
avoidable distortion errors that arise with projec-
tions (Hodges 1995; Hoskins and Hodges 2002). Fol-
lowing Hodges (1994), the correspondence between
the feature points in successive frames was deter-
mined by using the constrained optimization of a
cost function. The main constraint is on path coher-
ence (i.e., the motion of objects cannot change dis-
continuously in speed and direction). The smoothest
possible set of trajectories is obtained by minimizing
a cost function that expresses the local deviations of
the tracks using the positions of feature points in
three consecutive time steps. A detailed explanation
of the cost function is given in Hodges (1994, 1995).
For each track, the local deviation is calculated in
terms of the change in displacement and direction

measured over three time steps (there is no penalty
if the three points are collinear and if the displace-
ments between successive points are equal). The
cost to be minimized is then the sum of the local
deviations over all the tracks, subject to constraints
on the displacement and track smoothness, which
are applied adaptively (Hodges 1999). The maxi-
mum-displacement constraint is relaxed over oce-
anic regions in order to capture extreme cases of
exceptionally fast features. The tracks are initialized
using the nearest-neighbor distance algorithm.

It takes several days for an extratropical cyclone to go
through its entire life cycle. In this analysis, only the
tracks that lasted for at least 48 h were selected as true
cyclone tracks. A total number of 48 818 tracks were
retained for the analysis.

c. Inspection of the tracks

The �850 tracks of some well-known cases of severe
extratropical cyclones were plotted and compared
against corresponding tracks based on SLP minima. Ex-
amination of the tracks revealed a small (typically less
than 100 km) southerly shift of the �850 tracks relative to
the SLP tracks. The maximum of relative vorticity did
not generally coincide with the corresponding mini-
mum of mean sea level pressure. These differences are
mainly due to the latitudinal variation of the planetary
vorticity (Coriolis parameter) and the increased cy-
clonic shear in the frontal regions in the southern half
of the low pressure systems.

As expected �850 gave a better detection of the sys-
tems in the early stages of their development. A com-
parison of �850 and SLP tracks for the storms of De-
cember 1999 is shown in Fig. 2.

4. Stochastic modeling of cyclone transits

The need of a discrete distribution and the point-
process argument made in section 2 lead naturally to
using the Poisson distribution as a basis for modeling
cyclone counts. Incorporating over- and underdisper-
sion is a standard extension of the Poisson regression
that is useful here. An alternative distribution for mod-
eling overdispersed counts is the negative binomial dis-
tribution (McCullagh and Nelder 1989, chapter 6).

A regular grid covering an area 10°–80°N and
170°W–180° provided a set of reference points. A 5°
spatial resolution permits reasonably smooth fields
while keeping computer-processing time to a minimum.
At each of these grid points, cyclone tracks crossing the
local meridian within �10° of latitude from the point
were counted. A latitude bandwidth of 20° was found
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narrow enough for conditions 1) and 2) of the Poisson
process to hold (see the appendix), and also wide
enough to take account of the typical length scale of
extratropical cyclones, which is between 1000 and 2000
km. Only the first transits of eastward-moving cyclones
were counted in order to exclude easterly waves and
avoid multiple counts of recurving features. For each
event, the time and relative vorticity at the moment of
transit were recorded. The total number N of transits
for each month was evaluated at each grid point.

The probability distribution of the monthly counts N
has been modeled as a Poisson distribution with mean
number of transits � given by Eq. (A3) in the appendix:

N |� � Poisson���,

where � means distributed as and |� means given �.
The mean number of transits � has been related to

the large-scale flow using the log-linear relationship of
Eq. (A4) in the appendix:

ln��� � �0 	 

k�1

p

�kxk .

The xk variables are 10 indices and 5 binary variables
(p � 15) that quantify the mean state of the large-scale
atmospheric flow for each month.

The use of a Poisson distribution here stems from the
Poisson process argument made in section 2a [i.e., that
the most natural assumption (null hypothesis) when
dealing with random events is that of complete random-
ness]. Furthermore, we need a discrete distribution to

model counts, which are inherently nonnegative inte-
gers. Incorporating overdispersion is a standard exten-
sion of the Poisson regression that is useful here. The
indices used for this analysis were monthly teleconnec-
tion indices for the Northern Hemisphere calculated by
the Climate Prediction Center (CPC). (These data can
be freely downloaded from the CPC Web site at ftp://
ftpprd.ncep.noaa.gov/pub/cpc/.)

Rotated Principal Component Analysis (RPCA) was
used at CPC to identify the teleconnection patterns
(Barnston and Livezey 1987). RPCA was applied to
monthly mean 700-mb geopotential height anomalies
between January 1964 and July 1994. For every month
of the year, the 10 most prominent patterns—the 10
leading empirical orthogonal functions (EOFs)—were
selected. The reader is referred to Panagiotopoulos et
al. (2002) for a detailed review and discussion of the
Northern Hemisphere wintertime teleconnection pat-
terns. Each month, CPC calculates the amplitudes of
the 10 teleconnection patterns corresponding to that
calendar month as the values that maximize the ex-
plained part of the geopotential height anomalies. The
amplitudes are each standardized to have zero mean
and unit variance. A list of the 10 teleconnection indi-
ces used in the analysis is given in Table 1. Teleconnec-
tion patterns that are not one of the 10 leading EOFs
during a given month are considered inactive, and in
the model the value of the corresponding xk was set to
zero for that month. By definition, teleconnection indi-
ces are not correlated with one another. This property
makes them particularly suitable for use as explanatory
variables in the Poisson regression.

In addition to the 10 teleconnection patterns, we

FIG. 2. Tracks of the four strongest European storms of December 1999: Anatol (A; 3–4
Dec), Kurt (K; 24–25 Dec), Lothar (L; 26 Dec), and Martin (M; 27–28 Dec). The solid lines
show the tracks based on SLP, the dashed lines the tracks based on �850.
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have also included seasonality in the model in the form
of 5 binary indicator variables for each month from
October to February. A sixth indicator variable for
March is redundant because its state (0 or 1) is fully
determined by the states of the other five.

The parameter �0 corresponds to ln(�) for March
with all teleconnection indices set to zero. Other pa-
rameters measure the dependence of the mean number
of transits � on the explanatory variable xk. For ex-
ample, �1 gives the change in ln(�) accounted for by a
unit standard deviation change in NAO.

5. Results

a. Clustering and regularity

Figure 3 shows the 53-winter mean n of the monthly
totals ni of cyclone transits past the 20° meridional sec-
tion centered at every grid point on the 5° grid. The
North Pacific and North Atlantic storm tracks can be
clearly recognized, and qualitatively agree with the
track density maps in Hoskins and Hodges (2002). The
maxima in the westernmost parts of the two oceanic
basins in Fig. 3 correspond to particularly intense baro-
clinic developments over the warm waters of the Gulf
Stream (in the North Atlantic) and the Kuroshio (in the
Pacific). These areas exhibiting high transit rates and
explosive cyclogenesis were discussed in several previ-
ous studies: Petterssen (1956), Sanders and Gyakum
(1980), Roebber (1984), and more recently by Lim and
Simmonds (2002). The second maximum discernible in
Fig. 3 in the central North Pacific is associated with the
region of secondary development discussed by Roebber
(1984) and Hoskins and Hodges (2002). There are also
the well-known local maxima on the eastern (lee) side
of the Rocky Mountains and in Siberia (Hoskins and
Hodges 2002).

Figure 4 shows the 53-winter variance s2
n of the

monthly transit counts. The variance is very similar to
the mean shown in Fig. 3. In fact, the plots would have
been identical to within sampling variation if the cy-
clone counts had been produced by a homogeneous

TABLE 1. Teleconnection indices used in the Poisson regression
model. The values of the indices were set to zero for months
during which the corresponding teleconnection pattern is consid-
ered to be inactive.

k Teleconnection indices xk � 0

1 NAO
2 EAP
3 SCP
4 East Atlantic–west Russia pattern
5 Polar–Eurasian pattern Oct, Nov, Mar
6 PNA pattern
7 West Pacific pattern
8 East Pacific pattern
9 North Pacific pattern Oct–Feb

10 Tropical Northern Hemisphere pattern Oct, Feb, Mar

FIG. 3. Sample mean n of the monthly counts of cyclone transits.
Contours start at 1 month�1, contour intervals of 2 month�1. Re-
gions where n � 5 month�1, are shaded to highlight the storm
tracks.

FIG. 4. Sample variance s2
n of the monthly number of cyclone

transits. Contouring and shading as in Fig. 3.
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Poisson process (see the appendix). Regions where the
variance exceeds the mean can be noted in the eastern
Atlantic region and Europe, and also in the central
Pacific. In the western Atlantic and Pacific Oceans,
where the highest mean transit counts occur, the vari-
ance is less than the mean. Over the oceans, the local
maxima in the variance are located farther eastward
than the corresponding local maxima in the mean. Over
North America and Siberia the maxima coincide better,
but the maxima in the variance are systematically lower
than the corresponding maxima in the mean.

Figure 5 shows estimates of the dispersion statistic
derived from Eq. (A10) in the appendix:

�̂ � �̂ � 1 �
sn

2

n
� 1. �1�

This statistic highlights the discrepancies between the
mean and the variance of the monthly transit counts.
Near-zero values of �̂ are consistent with a purely ran-
dom process with constant rate. Positive values of �̂
(shaded regions with solid contours) indicate overdis-
persion in the distribution of the monthly transit
counts, and are consistent with a process that is more
clustered than a purely random process with a constant
rate. Negative values indicate underdispersion, and are
consistent with a process that is more regular than a
purely random process with a constant rate. Focusing

attention on the storm tracks, one can note striking
similarities between the North Atlantic and North Pa-
cific sectors. Both sectors exhibit enhanced underdis-
persion at the western end (entrance) of the storm
track. There is evidence of overdispersion at the east-
ern end (exit) of the North Atlantic storm track. This is
not surprising from synoptic experience. The northeast-
ern Atlantic is typically the site of occluded cyclones,
which tend to move slower and group together. How-
ever, overdispersion in this region also includes serial
clusters of younger, fast-moving cyclones. There are
other regions with pronounced overdispersion in cen-
tral Asia, northeast Siberia and Kamchatka, and in the
central Pacific. These regions are not of particular im-
portance in the context of this study as they are situated
off the storm tracks.

The statistical significance of these results can be as-
sessed from the critical values for �̂ presented in Table
2. The critical values �̂c were calculated using the nor-
mal approximation to the 2 distribution on 317 degrees
of freedom given in the appendix (m � 318 and p � 0).

The different behaviors in the eastern and western
North Atlantic storm track are illustrated further in
Figs. 6 and 7. Figure 6a shows the times of transit of
cyclones across a 20° strip of meridian centered at the
grid point 45°N, 60°W (western Atlantic location A in
Fig. 5) from December 1990 to March 1991. Figure 6b
shows the observed transit times during the same pe-
riod at the other end of the North Atlantic storm track
at the grid point 55°N, 0° (eastern Atlantic location B in
Fig. 5). Analogs exist in the North Pacific (locations A’
and B’ in Fig. 5), but the discussion will focus on the
North Atlantic.

The transit times at location A clearly show more
regularity than what would be expected from a simple
random process with a constant rate. The transit times
at location B reveal a more clustered pattern than
could be accounted for by pure chance. Figures 7a,b
show histograms for the distribution of monthly transit
counts at each location over all 53 winters. The curves
indicate the Poisson distributions that would be ob-

FIG. 5. Estimated dispersion statistic �̂ (%) of the monthly num-
ber of cyclone transits. Solid (dashed) lines indicate positive
(negative) values. Contours start at �10%, contour intervals of
20%. Areas where �̂ � 10% are shaded. Thick dark lines repre-
senting the boundaries of the regions where n � 5 month�1

(shaded areas in Fig. 3) have been added for easy reference to the
storm tracks. For annotations A, B, A�, B� see text.

TABLE 2. Approximate critical values �̂c (%) for estimates of
the dispersion statistic �̂. The � values in the first column give the
probabilities that |�̂ | � |�̂c | when � � 0 (no under/overdispersion).
The symmetry of the critical regions (�) is due to the normal
approximation.

� �̂c [%]

0.100 �10.2
0.050 �13.1
0.010 �18.5
0.005 �20.5
0.001 �24.5
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tained for homogeneous Poisson processes. The sample
means at points A and B were used to fit the Poisson
distributions. In Fig. 7a the underdispersion (regularity)
of the process at A can be seen by the spread of the
histogram, which is smaller than the spread from the
corresponding homogeneous Poisson process. Con-
versely, there is larger spread in the histogram in Fig.
7b, which is consistent with overdispersion (clustering)
at B. Notice that although the histograms show larger
average counts in A than in B, the maximum count is
larger in B than in A.

The high rate and regular character of the process in
the western part of the storm track can be attributed to
the strong baroclinicity that dominates in these regions
during the cold season. The permanent and pro-
nounced baroclinic forcing results in a regular and fast
production of waves.

b. Poisson regression

Maximum likelihood estimates of the 10 regression
parameters �k, k � 1, . . . , 10 (each corresponding to
one teleconnection pattern) are plotted in Fig. 8 for the
Atlantic and Europe, and in Fig. 9 for the Pacific and
North America (the estimation is discussed in the ap-
pendix). Regions where there is overwhelming evi-
dence that the �k parameters are different from zero
(very stringent significance level of 0.1%) are shaded in
gray. High transit rates are associated with low pressure
regions in the teleconnection patterns. All teleconnec-
tion patterns in Fig. 8 are necessary for explaining the
variations in monthly cyclone counts observed in the
northeastern Atlantic and Europe. The NAO contribu-
tion (Fig. 8a) is significant at the 0.1% level across a
large area extending from northern Canada to Iceland

and northern Europe (more particularly Scandinavia),
and also south of the North Atlantic storm track and in
southern Europe. In high-latitude regions, higher
(lower) monthly cyclone counts are associated with a
positive (negative) phase of the NAO. Farther south,
lower (higher) monthly cyclone counts are associated
with a positive (negative) phase of the NAO. A striking
feature of Fig. 8a is the white corridor region along the
southern part of the North Atlantic storm track and
into France–Germany. In this zone the NAO regression
coefficient is not significantly different from zero at the
0.1% level (i.e., the NAO has less or little impact on the
observed monthly cyclone counts). Although it is gen-
erally accepted that the NAO modulates the frequency
of cyclone occurrences in the North Atlantic and west-
ern Europe, Fig. 8a shows that the NAO alone does not
explain the whole variability of cyclone counts every-
where in or near the North Atlantic storm track. Figure
8b provides evidence that the variability not accounted
for by the NAO in the southeastern section of the storm
track can be largely explained by the east Atlantic pat-
tern (EAP). During positive EAP, cyclones tend to
track south of the normal storm-track position. The
area coincides with the region of secondary cyclogen-
esis identified by Dacre (2005). This suggests that the
variations in cyclone counts in this region are at least
partly caused by changes in the cyclogenesis activity.
Bishop and Thorpe (1994a,b) and Dacre (2005) showed
how modulations of the frontogenetic strain can trigger
or inhibit wave instability. The EAP is associated with
this kind of flow deformation. Figure 8c shows that a
positive (negative) phase of the Scandinavian pattern
(SCP) is a major explanatory factor for decreased (in-
creased) cyclone counts in northern Europe and Rus-

FIG. 6. Point processes describing the transits of cyclones at the entrance (location A) and at
the exit (location B) of the North Atlantic storm track from December 1990 to March 1991.
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sia. A positive phase of the SCP corresponds to a block-
ing high above northern Europe, a weak storm track
deflected far to the north of its usual position, and often
cyclonic features cut off from the main circulation
hanging in the southwest. Similarly positive (negative)
phases of the east Atlantic–western Russian pattern
correspond to spells of anomalously high (low) pressure
and reduced (increased) cyclone counts above western
Europe except the Arctic region (Fig. 8d). Positive
(negative) phases of the polar–Eurasian pattern, which
are associated with a deeper-than-normal (shallower
than normal) polar vortex and higher-than-normal
(lower than normal) pressure values over Eurasia, also
account for reduced (increased) cyclone counts across

southern Europe, and for increased (reduced) cyclone
counts in northern Europe and nearly the whole Arctic
region (Fig. 8e).

In its positive phase, the Pacific–North American
pattern (PNA) is associated with a stronger-than-
normal Hawaiian high, a deeper-than-normal Aleutian
low, positive pressure anomalies in northwestern
America, and negative pressure anomalies in the south-
east of the United States and in the Gulf of Mexico.
This is reflected by a decrease in cyclone counts across
the Canadian west coast, and an increase in cyclone
counts in the North Pacific as well as in the Gulf of
Mexico and the Caribbean (Fig. 9a). The North Pacific
pattern, which is also associated with the relative
strengths of the subtropical Pacific anticyclone and the
Aleutian low, affects cyclone counts in a way similar to
the PNA (Fig. 9d). Notice that in the case of the North
Pacific pattern, the �k parameter does not reach statis-
tical significance at the 0.1% level. This is due to the
pattern being active only one month out of six (March).
The dipole structures of the west and east Pacific pat-
terns are also visible in Figs. 9b,c. Finally, the structure
of the tropical Northern Hemisphere pattern can also
be recognized in Fig. 9e.

c. Residual dispersion

Figure 10 shows the estimated dispersion �̂ that takes
into account the variability of � in the Poisson regres-
sion instead of assuming constant � (residual disper-
sion),

�̂ �
1

m � p � 1 

i�1

m
�ni � �̂i�

2

�̂i
� 1, �2�

where ni is the observed transit count in month i, and �̂i

is the estimate of the mean transit count for month i
given by Eq. (A4). The summation is over m � 318
months, and p � 15 is the number of regression param-
eters.

In the regression, the explanatory variables xk repre-
sent the mean state of the large-scale atmospheric flow
for each month summarized by 10 teleconnection pat-
terns plus 5 extra binary indicators to account for
monthly variations due to seasonality. However, the xk

variables also contain fluctuations that have shorter
time scales than 1 month. For instance, the NAO can
stay in a moderate positive phase (cyclone counts
slightly larger than average in northern Europe) for 1
week, then move to a strong negative phase (counts
much smaller than average) for 2 weeks, and then neu-
tral (normal counts) for 1 week. The net monthly av-
erage for the month in this case is negative (there are
less cyclones than usual). Regression removes the effect

FIG. 7. Histograms of monthly transit counts in locations A and
B for all 53 winters. The curves show the corresponding Poisson
distributions that were fitted using the sample means.
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FIG. 8. Estimates of the �k parameters for the five teleconnection patterns relevant for the
North Atlantic and Europe. Solid (dashed) lines indicate positive (negative) values. Contours
start at �0.1, contour intervals of 0.2. Areas with p values �10�3 are shaded.
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of all these intramensual variations on monthly counts
altogether. The remaining (residual) dispersion is due
to variability that is not accounted for by the telecon-
nection patterns or seasonality. Baroclinic waves are

the principal source of such variability in the storm
tracks. As the regression coefficients are the same for
all years, some variability may also remain owing to
effects that are on time scales longer than a year, but

FIG. 9. Estimates of the �k parameters for the five teleconnection patterns relevant for the
North Pacific and North America. Contouring and shading is the same as in Fig. 8.
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these effects have been assumed to be negligible in the
context of this study. In Fig. 10, negative values pre-
dominate in the North Atlantic and North Pacific storm
tracks. These negative values indicate statistically sig-
nificant underdispersion, which is consistent with regu-
larity due to undisturbed baroclinic wave trains.

d. Dispersion and system intensity

The results discussed above are based on the com-
plete set of tracks in the database. Not all systems con-
sidered in this analysis develop into major storms.
However, since society in general and reinsurers in par-
ticular are more interested in intense extratropical cy-
clones, it is pertinent to look into a possible association
between clustering and system strength. Figure 11a
shows the estimated dispersion �̂ (assuming � is con-
stant) when the weakest features (�850 � 6 � 10�5 s�1)
are eliminated. Figure 11b, on the other hand, shows
�̂ after removing the strongest features (�850 � 6 �
10�5 s�1). Figure 11a is qualitatively more similar to
Fig. 5 in the northeast Atlantic, Europe (dashed rect-
angle E in Fig. 11a), and in the central North Pacific
(dashed rectangle P), suggesting that serial clustering in
these regions tends to be associated with systems of
more significant intensity. Overdispersion in Europe is
even greater in Fig. 11a (�̂ � 50% in the North Sea). In
contrast, Fig. 11b is qualitatively more similar to Fig. 5
over central and southwest Asia (dashed rectangle A in

Fig. 11b). The blank space over Asia in Fig. 11a indi-
cates that overdispersion in these areas is associated
with weaker features of �850 � 6 � 10�5 s�1.

Overdispersion in northeastern Siberia and Kam-
chatka (dashed rectangles S in Fig. 11) involves cy-
clones of both categories.

FIG. 10. Estimated residual dispersion of the monthly number
of cyclone transits. Contouring and shading is the same as in
Fig. 5.

FIG. 11. Estimated dispersion for the (a) strongest and (b)
weakest cyclones (threshold value for �850 � 6 � 10�5 s�1). Con-
touring and shading is the same as in Fig. 5.
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e. Predictability

The potential use of time-lagged monthly teleconnec-
tion indices to predict future variations in cyclone
counts was also considered. Poisson regression was per-
formed again on the same track data, this time using
1-month-lagged teleconnection indices. The residual
dispersion is shown in Fig. 12. Regression on 1-month-
lagged indices does not remove much of the overdis-
persion in the eastern North Atlantic and Europe. It
does, however, remove a significant part of the over-
dispersion in the central Pacific, and in northeastern
and southwestern Asia. The apparently better perfor-
mance of 1-month-lagged indices over the latter regions
is mainly a statistical artifact due to indices being set to
zero for consecutive months when the corresponding
teleconnection patterns are inactive (Table 1). Where
teleconnection patterns are active from October to
March, time-lagged indices do not have much predic-
tive skill because of their limited persistence 1 month
ahead. It must be pointed out though, that this method
of prediction is very crude, and that time-lagged indices
can be reasonably expected to show more skill in the
medium and extended ranges (3–30 days).

Finally, the statistical analysis conducted here does
not discriminate between causes and effects, and future
work on the prediction of serial clustering will need to
address this issue.

6. Conclusions

This study has investigated the clustering in time (se-
riality) of extratropical cyclones in the Northern Hemi-
sphere.

A long database of cyclone tracks over the Northern
Hemisphere has been created for 53 consecutive ex-
tended winters (from October to March) from 1950 to
2003. The analysis has used tracks based on maxima of
low-level relative vorticity (�850) that allow better cy-
clone detection than minima of mean sea level pres-
sure.

A point-process approach was then used to investi-
gate local variations in the monthly cyclone counts. The
coefficient of dispersion of the monthly cyclone counts
was used to quantify serial clustering. An extensive re-
gion of statistically significant overdispersion—more
serial clustering than expected due to chance—was
identified in the exit region of the North Atlantic storm
track, Europe, and the central North Pacific. The clus-
tering in the northeastern Atlantic and Europe is simi-
lar for cyclones of higher intensity (�850 � 6 � 10�5

s�1). In contrast, there is little evidence of clustering to
the west of North America. The very high rates and

pronounced regularity (underdispersion) in the en-
trance regions of the North Pacific and North Atlantic
storm tracks are most likely due to the permanent baro-
clinic forcing that prevails in these regions.

A Poisson regression model has been used to show
that the variation of monthly cyclone counts is largely
accounted for by modes of climate variability with
lower frequencies than the synoptic scale. Five inde-
pendent teleconnection patterns were found to be im-
portant for Europe: The NAO, EAP, SCP, the east
Atlantic–western Russian pattern, and the polar–
Eurasian pattern. The NAO alone is not sufficient to
account for the variability of cyclone rates in the North
Atlantic and western Europe. The residual variation of
cyclone counts for the North Atlantic and North Pacific
storm tracks shows significant underdispersion associ-
ated with a regular procession of undisturbed baroclinic
waves.

This study has identified two distinct mechanisms for
serial clustering:

• The variability of the large-scale pattern controls the
speed and path of existing cyclones. For instance, a
highly positive (negative) NAO index is associated
with a sharp (slack) baroclinic gradient, a vigorous
(weak) upper-level jet stream across the North At-
lantic, and fast (slow) transients moving northeast-
ward (eastward). In situations with a blocking high

FIG. 12. Estimated residual dispersion of the monthly number
of cyclone transits using 1-month-lagged teleconnection indices as
explanatory variables. Contouring and shading is the same as in
Fig. 5.
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over the north of Europe (e.g., positive SCP index
and negative NAO index), cyclones are slowed down,
weakened, and diverted away from the north of Eu-
rope. This form of clustering can be better appreci-
ated by considering an analogy with traffic flow. It is
well known in the United Kingdom that buses tend to
arrive at bus stops in clusters separated by long pe-
riods when no buses arrive. This is primarily because
their arrival rates are controlled by variations in traf-
fic flow. Buses leave the depot at regular intervals
(regular point process) but then the buses get delayed
by time-varying amounts as they cross towns and cit-
ies. The clustering observed at point locations (e.g.,
bus stops) is a natural consequence of the time-
varying rate dependence. Similar clustering should be
expected to occur with extratropical cyclones, which
are generated at regular intervals at the western ends
of the Atlantic and Pacific storm tracks and then
make their way across each ocean basin. An addi-
tional subtlety of weather systems not present with
buses is that they can also modify their routes as they
cross the domain. This mechanism for serial cluster-
ing is best modeled with a point process with a vari-
able rate.

• The variability of the large-scale pattern also gener-
ates regions where new cyclones are formed. Regions
under the right entrance and left exit of jet streams
are prone to cyclogenesis. Furthermore, a positive
phase of the EAP can be associated with cyclogenesis
through relaxation of the baroclinic gradient in the
eastern North Atlantic. A traffic analogy to this
mechanism is the occasional arrival and insertion of
new vehicles on the road (either alone or in groups).
This mechanism is in essence a cluster process, but in
the Poisson regression model it has been implicitly
considered as equivalent to a point process with a
variable rate.

A stratification of cyclones into strong and weak fea-
tures using a relative vorticity threshold of 6 � 10�5 s�1

has revealed that serial clustering of cyclones in the
northeast Atlantic, Europe, and in the central North
Pacific is more particularly associated with the strong
systems.

The predictive skill of 1-month-lagged teleconnection
indices were briefly assessed and found to be limited
due to their lack of persistence. The analysis performed
in this study does not allow us to discriminate causes
from effects, and more work is required to better un-
derstand the mechanisms of serial clustering and exam-
ine its predictability.

The work presented in this paper has dealt exclu-
sively with the serial clustering of extratropical cy-

clones. We suggest that a similar point-process ap-
proach could be extended in future to investigate the
serial properties of other weather systems such as tropi-
cal cyclones, tornadoes, and polar lows.
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APPENDIX

Poisson Process and Poisson Regression

a. The Poisson process

The one-dimensional Poisson process (Cox and
Isham 1980) is a stochastic point process that models
the occurrence of random events in time. The rate pa-
rameter � of the process has units of inverse time and is
sometimes referred to as the intensity of the process.
The homogeneous one-dimensional Poisson process is
the simplest model to describe complete serial random-
ness. It has constant rate �. The Poisson process is de-
fined by three basic randomness postulates.

1) The probability that exactly one event occurs in any
small time interval [t, t 	 �t] is equal to ��t 	 o(�t),
where o(�t) tends to zero faster than �t in the limit as
�t tends to zero.

2) The probability that two or more events occur in any
small time interval [t, t 	 �t] is equal to o(�t)—in
other words, is very small compared to the probabil-
ity of one event occurring.

3) The occurrence of events after any time t is inde-
pendent of the occurrence of events before time t.

With constant rate �, the number N of events during
any time interval of length �t has a Poisson distribution
with mean and variance � � ��t. The probability of
N � n events during the interval is given by

P�N � n� �
���t�ne���t

n!
, n � 0, 1, 2, . . . . �A1�
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The index of dispersion � for N is given by

� �
Var�N�

E�N�
, �A2�

where E(N) and Var(N) are the mean and the variance
of N, respectively.

For a homogeneous Poisson process, � � 1. When
� � 1, the process is more clustered than random.
When � � 1, the process is more regular than random.
For this study we also introduce the dispersion statistic
� � � � 1. In the case of a clustered pattern � � 0
(overdispersion), whereas for a regular pattern � � 0
(underdispersion).

b. Poisson regression

The inhomogeneous one-dimensional Poisson pro-
cess has a rate �(t) that varies with time. The counts N
can be modeled using Poisson regression. This class of
generalized linear model (McCullagh and Nelder 1989,
chapter 6) uses a logarithmic link function to relate
ln(�) to a linear combination of explanatory variables
xk. Given fixed values of �, the number of events N is
assumed to be Poisson distributed:

N |� � Poisson���, �A3�

ln��� � �0 	 

k�1

p

�kxk . �A4�

Equation (A3) must be read “N given � is Poisson
distributed with mean �.” Maximum-likelihood esti-
mates �̂k of the regression parameters �k can be ob-
tained by means of an iterative weighted least squares
algorithm. For this study, the MATLAB function glmfit
was used.

For variable �, it can be shown that

E�N� � E��� �A5�

Var�N� � E��� 	 Var���. �A6�

Hence, the dispersion index is given by

� � 1 	
Var�exp��0 	 �1x1 	 . . . 	 �pxp��

E�exp��0 	 �1x1 	 . . . 	 �pxp��
, �A7�

that is, for a Poisson process with variable � and loga-
rithmic link, the index of dispersion is always greater
than 1.

c. Dispersion

An estimate of the index of dispersion � that re-
moves inflation caused by monthly fluctuations of � is

�̂ �
1

m � p � 1 

i�1

m
�ni � �̂i�

2

�̂i
. �A8�

In this study m � 318 is the total number of months, ni

is the observed monthly transit count in the ith month,
�̂i is the estimate of the mean transit count during the
ith month, and p � 15 is the number of regression
parameters. Under the hypothesis that � is constant
(p � 0), Eq. (A8) becomes

�̂ �
1

m � 1 

i�1

m
�ni � �̂�2

�̂
, �A9�

�
sn

2

n
, �A10�

where n is the sample mean, and s2
n the sample variance

of the 318 monthly totals ni of cyclone transits.
If N is Poisson distributed, then the Pearson statistic

X2 � (m � p � 1)�̂ is approximately 2 distributed with
� � (m � p � 1) degrees of freedom. If the number of
degrees of freedom is sufficiently large (� � 200), the
normal approximation to the 2 distribution may be
used by invoking the Central Limit Theorem. Then, X2

is approximately normally distributed with mean (m �
p � 1) and variance 2(m � p � 1).
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