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ABSTRACT

Rank histograms are often plotted to evaluate the forecasts produced by an ensemble forecasting system—an ideal rank histogram is “flat” or uniform. It has been noted previously that the obvious test of “flatness,” the well-known $\chi^2$ goodness-of-fit test, spreads its power thinly and hence is not good at detecting specific alternatives to flatness, such as bias or over- or underdispersion. Members of the Cramér–von Mises family of tests do much better in this respect. An alternative to using the Cramér–von Mises family is to decompose the $\chi^2$ test statistic into components that correspond to specific alternatives. This approach is described in the present paper. It is arguably easier to use and more flexible than the Cramér–von Mises family of tests, and does at least as well as it in detecting alternatives corresponding to bias and over- or underdispersion.

1. Introduction

It is common to use rank histograms to evaluate the performance of ensemble forecasting systems (see Elmore 2005, hereinafter E05, and references cited therein). An ideal system produces a “flat” or uniform histogram, but because of sampling variation the histograms are almost never exactly flat. The question then arises: can observed deviations from “flatness” or uniformity be attributed to chance, or do they indicate deficiencies in the forecasts? An overall test of uniformity is provided by the well-known $\chi^2$ goodness-of-fit test. This is a good test to use if all alternatives to flatness are of interest, because it has some power to detect any type of alternative. However, as noted by E05, if specific alternatives are of interest, such as bias or over- or underdispersion in the forecasts, then the $\chi^2$ test is not very good at detecting them. Instead, it is advisable to use tests that concentrate their power on the specific alternatives of interest. E05 describes tests from the Cramér–von Mises family of tests that, unlike the $\chi^2$ test, take into account the ordering of the bins and hence have improved power against certain hypotheses (see Choulakian et al. 1994 for more detail). Noceti et al. (2003) also examined the power of members of the Cramér–von Mises family of tests to detect various alternatives, although the context was different. They carried out tests on data from nonuniform distributions that were transformed to uniformity (see also Gneiting et al. 2007).

In the present paper, an alternative approach is suggested in which the $\chi^2$ test statistic is decomposed into components that indicate whether the forecasts are biased, whether they are over- or underdispersed, and whether there are any other deviations from flatness once these two possibilities are accounted for. Other decompositions are also possible if different alternatives are of interest. The decompositions are arguably easier to use and more flexible than the Cramér–von Mises tests and are at least as good at detecting the alternatives of interest. Section 2 of the paper shows how decompositions can be constructed in a simple case, with detailed formulas for the decompositions deferred to the appendix. Section 3 applies the decomposition to the artificial examples given by E05 and to forecasts of 500-hPa geopotential heights. Finally, section 4 includes some concluding remarks and caveats.
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2. Decomposing the \( \chi^2 \) test statistic

Consider a rank histogram for ensemble forecasts with \((k - 1)\) members, and hence \(k\) bins or classes in the rank histogram. Suppose that there are \(n\) \((k - 1)\)-member ensemble forecasts from which the rank histogram is constructed. Then, if the underlying distribution is flat or uniform, there is the same probability \(p_0\) of a verification observation falling in each class, and the expected number in each class is \(np_0\). If \(n_i\) is the observed number in the \(i\)th class and \(e_i = np_0\) is the corresponding expected number, then the test statistic for the usual \( \chi^2 \) goodness-of-fit test is

\[
T = \sum_{i=1}^{k} \frac{(n_i - e_i)^2}{e_i}.
\]

Under the null hypothesis of a uniform underlying distribution, the statistic \(T\) has come from (approximately) a \( \chi^2 \) distribution with \((k - 1)\) degrees of freedom.

There is a result, dating back at least to Kendall and Stuart (1967), which states that for \(k\) independent Gaussian random variables, each with 1 degree of freedom. Further-
a. Elmore’s artificial examples

E05 illustrated the lack of power of the usual $\chi^2$ goodness-of-fit test for specific deviations from uniformity, using two artificial examples. Figure 1 gives the same rank histograms as E05’s Fig. 1. Figure 1a shows 60 observations generated randomly from a flat (uniform) distribution over 16 bins, and Figs. 1b–d show the same 16 bin frequencies rearranged in ways that are suggestive of (b) underdispersion, (c) overdispersion, and (d) bias. The value of $T=19.467$, with corresponding $p$ value 0.193—is identical for all four graphs. The conclusion is that there is no evidence against the null hypothesis of uniformity, a conclusion that seems reasonable for the data in Fig. 1a, but not for Figs. 1b–d.

E05 introduces alternative test statistics from the Cramér–von Mises family, and shows how they can detect the nonflatness that is apparent in Figs. 1b–d. They can do this because they are based on cumulative frequencies in rank histogram, rather than individual frequencies and hence, unlike the $\chi^2$ test, they take into account the ordering of the bins. However, they are not designed to be powerful against specific alternatives to flatness.

Alternatively, the $\chi^2$ statistic $T$ can be decomposed as described in the previous section. Here we have 16 classes, and to look for bias and under- or overdispersion we use the 16-element vectors $\mathbf{l}_1 = (1/\sqrt{1360}) (-15, -13, \ldots, -3, -1, 1, 3, \ldots, 13, 15)$, $\mathbf{l}_2 = (1/\sqrt{112})(7, -1, -1, \ldots, -1, -1, 7)$, respectively. General forms for these and other contrasts that may be of interest are given in the appendix. To complete the matrix $\mathbf{L}$, we need 13 more orthogonal rows, but if the 2 rows already defined represent the only deviations from uniformity that are of interest, then the simple decomposition $T = u_1^2 + u_2^2 + \sum_{i=3}^{k-1} u_i^2$ can be used. Under the null hypothesis of uniformity, the three terms in the decomposition asymptotically have independent $\chi^2$ distributions, with 1, 1, and $(k-3)$ degrees of freedom, respectively. To calculate the third term we do not need all the individual rows of $\mathbf{L}$ and corresponding $u_i$, $i = 3, \ldots, k-1$. We simply subtract the

![Fig. 1. The same rank histograms as E05’s Fig. 1: (a) 60 observations generated randomly from a flat (uniform) distribution over 16 bins. The rest of the panels shows the same 16 numbers rearranged in ways that are suggestive of (b) underdispersion, (c) overdispersion, and (d) bias.](image-url)
first two terms from $T$. The third term represents all deviations from uniformity that are independent of those represented by the first two terms.

The first three columns of Table 1, labeled Linear, Ends, and Resid_1, give the values of the three terms in the decomposition, together with corresponding $p$ values, for Figs. 1b–d, respectively. It is seen that, although the overall test statistic $T$ provides no evidence of departures from flatness in these instances, its components do. Specifically, the test for trend or bias has a $p$ value of 0.000 11 for Fig. 1d. This $p$ value is comparable to that quoted by E05 for the Cramér–von Mises and Anderson–Darling tests. Also, in Fig. 1b the test for under- or overdispersion has a $p$ value of 0.000 21, an order of magnitude smaller than for the tests used by E05. Of course, the $p$ values are calculated using approximate null distributions, but it is clear that decomposing $\chi^2$ provides a viable, powerful alternative to the Cramér–von Mises family.

The $p$ value for the Ends test in Fig. 1c is not particularly small. This is understandable, as the test is designed to detect deviations from flatness in the end classes, while the deviations here are spread over all classes. However, the decomposition approach is sufficiently flexible to cope with this. Suppose that we expect deviations from flatness to be as in Figs. 1b and 1c, rather than concentrated at the ends. For convenience, such deviations will be referred to as V-shaped even though one of them is an inverted V. In the same way that a single contrast can be used to detect positive or negative linear trend, and a single contrast will detect both under- and overdispersion, a single contrast can also detect both V and inverted-V shapes. A positive value of the corresponding $u_j$ will correspond to one shape, and a negative value to the inverted version. In the present example, the appropriate contrast is $(1/\sqrt{336})(7, 5, \ldots, -5, -7, -7, -5, \ldots, 3, 5, 7)$—a general formula is given in the appendix. This is orthonormal to the linear contrast found earlier, but not to the Ends contrast. Thus Linear and Ends, or Linear and V-shape, can be used together in a decomposition of $T$ into independent $\chi^2$ terms, but Ends and V-shape cannot.

The first, fourth and fifth columns of Table 1, labeled Linear, V-Shape and Resid_2, give values, and $p$ values, for three terms in an alternative decomposition to that involving Ends. It is seen that the $p$ value for the component corresponding to V-shape in Figs. 1b and 1c is very small, and is an order of magnitude smaller than those quoted by E05 for the Watson test.

E05 has another similar example, with the same number of classes but with 540 rather than 60 observations distributed among the classes. Results for the Cramér–von Mises family of tests are similar in E05’s larger example to those in the smaller example. The same is true for our $\chi^2$ decomposition approach.

In identifying whether a specific form of trend or bias is present, an alternative approach to decomposition of $T$ or the Cramér–von Mises family of tests is to construct a null hypothesis corresponding to the specific form of the trend or bias. This has two disadvantages: first, it relies on being able to exactly specify the form of bias or trend of interest, and second, it is never possible to accept a null hypothesis. The most that can be done is to fail to reject it.

**b. Northern Hemisphere 500-hPa geopotential height forecasts**

The data examined here are daily 24-h forecasts of NH 500-hPa heights for the 2006/07 winter season. They were created from the National Centers for Environmental Prediction (NCEP) Global Ensemble Forecast System (GEFS). There were 14 ensemble members and hence 15 bins. The total number of forecasts is 290 304, comprising 84 days of forecasts for 3456 grid points. The rank histogram, with percentages rather than absolute numbers on the vertical axis, is plotted in Fig. 2. The value of $T$, the overall $\chi^2$ statistic, is over 33 000. Not surprisingly, with such a large sample size, the deviations from uniformity achieve extreme levels of significance, as do all components in the decompositions described earlier. This may seem a
trivial example, but it is not. As noted by Hamill (2001), to use the \(\chi^2\) approximation to the distribution of \(T\), the observations should be independent. Clearly they are not here—there is both spatial and temporal dependence between the observations. Indeed, it has been suggested (Z. Toth 2007, personal communication) that there are approximately 25 degrees of freedom in the NH, and that the number of time points should be divided by 5. Thus the 290,304 observations are roughly equivalent to 420 independent observations.

Suppose now that the rank histogram resulted from 420 observations. Then \(T = 48.36\) with a \(p\) value of 0.00001. This is still very small, but large enough to make it interesting to investigate its decomposition. We do not pretend that reducing the number of observations from 290,304 to 420, but retaining the same percentages, addresses the problem of testing the flatness of the original dependent dataset in an optimal way—the rank histogram is smoother than it should be if it were truly based on 420 independent observations. Other ways of dealing with dependence in the original data are possible, as is discussed in section 4, but for the purpose of illustration the same shape of histogram as for the full dataset, but with reduced sample size, is assumed here.

Table 2 gives information for this example in similar format to that of Table 1. The Linear, V-shape, and Ends components are all highly significant. Visually, the deviation from flatness due to bias or trend is not particularly obvious, but the small \(p\) value for the Linear component shows it to be statistically significant.

4. Discussion

This paper has shown that the lack of power of the overall \(\chi^2\) test statistic against specific alternatives can be overcome by decomposing \(T\) into components that home in on alternatives of special interest. The approach provides an alternative to the use of test statistics from the Cramér–von Mises family, advocated by E05. The power of the new approach is competitive with, or better than, that of the Cramér–von Mises statistics in the examples examined. Furthermore, it has some advantages in terms of ease of use and flexibility.

First, the technique needs only \(\chi^2\) distributions to assess significance and compute \(p\) values, whereas the Cramér–von Mises tests need special tables or formulas to derive critical values or \(p\) values. In terms of flexibility, two possible decompositions have been considered here, Linear + V-shape + Residual and Linear + Ends + Residual. The appendix gives simple formulas for the rows of the matrix \(L\) needed to implement these. However, if different alternatives are of interest, then components in these decompositions can be replaced, or extra components added. The appendix demonstrates this for U-shaped alternatives.

Cramér–von Mises tests are not designed to be powerful against specific alternatives to flatness. They, too, can be decomposed, and elements in the decomposition can, in some cases, be identified with certain alternatives, but the decomposition is more rigid and the prac-

![Fig. 2. Rank histogram of 14 ensemble members of daily 24-h forecasts of NH 500-hPa heights for the 2006/07 winter season. They were created from the NCEP GEFS system. The vertical axis represents percentages rather than absolute numbers.](image-url)
the conditions for the \( \chi^2 \) approximation to the distribution of \( T \) to be good are well known, and we would be surprised if the conditions required for the components in the decomposition are much more stringent.

Another point to remember is that the decomposition requires orthogonal rows in \( L \). Thus, if both the V-shape and Ends components are included in a decomposition for which the \( l \) vectors are not orthogonal, then the two terms are not independent and the residual term will not have a \( \chi^2 \) distribution.

The flexibility of the decomposition also has a potential pitfall. Ideally, the types of decomposition of interest should be decided before looking at the rank histogram. Choosing alternatives after seeing the histogram is an instance of using the same data to formulate and test the same hypothesis, which will usually overstate the significance of the test statistic.

It should also be noted that although significant values for the Linear component have been taken as corresponding to bias in the forecasts, and the Ends or V-shape components to under- or overdispersion, this may not be the case. As noted by Hamill (2001), U-shaped rank histograms can occur for a number of reasons other than underdispersion. The same is true for V-shaped histograms, and similarly a Linear rank histogram need not imply bias. Conversely, a flat histogram does not necessarily indicate reliability of the ensemble forecasts Hamill (2001). Of course, the problems noted in this paragraph relate to interpretation of rank histograms in general, and not to the choice of how to detect whether or not they are flat.

One aspect of a dataset that may cause the problems noted by Hamill (2001) is that it may be inhomogeneous. Provided that the dataset is large, this can be overcome by dividing the data into more homogeneous subsets. Decomposition of \( T \) can then be done separately in each subset, and insights can be gained about the behavior of an ensemble forecasting system if the deviations from uniformity (or lack of them) change for different time periods or different geographical regions.

Finally, as with other tests for uniformity, there is an assumption of independence of the observations that make up the rank histogram. This was noted in one of the examples above. One possible way to avoid dependence is to systematically sample at much coarser spatial and temporal separations. Hamill (2001) demonstrates how to investigate whether nonindependence is present, and how to determine the temporal and spatial spacing needed to avoid it. Another possibility is to treat the values at different spatial locations as different variables and use a minimum spanning tree (MST) approach to reduce the many variables to a one-dimensional problem in which a rank histogram is constructed based on lengths of MSTs when the verification observation replaces each ensemble member in turn (see Wilks 2004; Smith and Hansen 2004). Slightly different considerations are needed for rank histograms based on MSTs (Wilks 2004), but the decomposition of \( T \) would still be applicable. If both spatial and temporal correlations are present, the spatial aspect can be handled by the MST approach, while adjustments for temporal correlation can be made to the critical values of \( T \) (Wilks 2004).

Various caveats concerning the use of the decomposition technique have been noted in this section, but despite these we are convinced that it is a valuable additional tool in assessing deviations from uniformity in a rank histogram.
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APPENDIX

Formulas for the Decomposition of the \( \chi^2 \) Test Statistic

This section provides formulas for the Linear, V-shape, and Ends contrasts that have been used in the earlier examples. U-shaped contrasts are also given.

Suppose that a rank histogram has \( k \) bins. The vector \( \mathbf{l}_{\text{LIN}} \) defining the linear contrast is proportional to \( [a, a + b, a + 2b, \ldots, a + (k - 1)b] \), and the vector \( \mathbf{l}_{\text{ENDS}} \) is proportional to \( (a, -b, -b, \ldots, -b, -b, a) \), with different constants \( a, b \), depending on \( k \), for the two cases. The vector \( \mathbf{l} \), defining the V-shaped contrast is different for \( k \) even and \( k \) odd. For \( k \) even (\( =2h \)), the vector is proportional to \( [a, a - b, \ldots, a - (h - 1)b, a - (h - 1)b, \ldots, a - b, a] \), and for \( k \) odd (\( =2h + 1 \)), the vector is proportional to \( [a, a - b, \ldots, a - (h - 1)b, a - hb, a - (h - 1)b, \ldots, a - b, a] \), again for different \( a, b \).

Table A1 gives formulas for \( a \) and \( b \) in terms of \( k \) or \( h \). To implement the decomposition technique, the vectors implied by Table A1 must be standardized to have
length 1, by dividing all elements by the square root of the sum of squares of the elements.

These contrasts are not the only possible ones. For example, a U-shaped, or quadratic, alternative may be of more interest than the Ends or V-shaped alternative. For this contrast, as with the V-shaped contrast, different formulas are relevant for $k$ even and $k$ odd. For $k$ odd ($=2h+1$), the relevant vector $l_0$ is proportional to $[h^2 - b, (h - 1)^2 - b, \ldots, 1 - b, -b, 1 - b, \ldots, (h - 1)^2 - b, h^2 - b]$, where $b = h(h + 1)/3$. For $k$ even ($=2h$), the relevant vector is $[(2h - 1)^2 - b, (2h - 3)^2 - b, \ldots, 9 - b, 1 - b, 1 - b, 9 - b, \ldots, (2h - 3)^2 - b, (2h - 1)^2 - b]$, where $b$ is now $(4h^3 - 1)/3$.

Yet other contrasts are possible and limited only by the imagination of the user, but in practice those discussed above are likely to correspond to the most relevant alternatives to flatness.
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<table>
<thead>
<tr>
<th>$k$ even</th>
<th>$k$ odd</th>
</tr>
</thead>
<tbody>
<tr>
<td>$=2h$</td>
<td>$=2h+1$</td>
</tr>
<tr>
<td>Linear &amp; $k = 2h$</td>
<td>$k = 2h + 1$</td>
</tr>
<tr>
<td>$k = 2h$ even</td>
<td>$(2h - 1)$</td>
</tr>
<tr>
<td>$k = 2h$ odd</td>
<td>$(h - 1)$</td>
</tr>
<tr>
<td>Ends &amp; $k = 2h + 1$</td>
<td>$h^2$</td>
</tr>
<tr>
<td>$k = 2h$ even</td>
<td>$(h - 1)$</td>
</tr>
<tr>
<td>$k = 2h$ odd</td>
<td>$(h - 1)$</td>
</tr>
</tbody>
</table>

**TABLE A1. Values of $a$ and $b$ in the formulas for vectors defining Linear, Ends, and V-shape contrasts for $k$ bins.**