Energy partition in the large-scale ocean circulation and the production of mid-ocean eddies
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Abstract—It is shown that the available potential energy in the large-scale mean ocean circulation, excluding the boundary layers, is of order \((B/a)^{3/2}\) times the kinetic energy, where \(B\) is the basin dimension and \(a = c/f\) is the internal radius of deformation (\(c\) is the speed of long internal waves and \(f\) the Coriolis parameter). This ratio is of order 1000. The Sverdrup solution for a two-layer ocean is examined, and the rate of input of energy by the wind estimated. In the steady-state model, this energy is lost to the western boundary layer. It is then shown that potential energy available in the mean circulation can be converted into eddy energy by baroclinic instability. The stability properties depend only on the mean density field, and calculations are made for a number of cases. Maximum growth rates are obtained for eddies with wavelength of about 200 km, typical e-folding times being about 80 days. These eddies have significant velocities only in the surface layers. Secondary maxima in the growth rate curves are found for eddies with wavelengths of 300–500 km, e-folding times being 120 days or more. These eddies have significant velocities in deep water, their structure being something like that of the first baroclinic mode.

In the models examined, the conversion of available potential energy took place in the upper 400 m, and the rate of conversion can be related to the maximum eddy velocity. If it is supposed that eddies grow to such a size that mean energy is lost to eddies as fast as it is supplied by the large-scale wind field, then the larger eddies would have maximum velocities of about 0.08 m s\(^{-1}\) and the smaller surface trapped eddies would have maximum velocities of about 0.14 m s\(^{-1}\). Observations indicate the existence of eddies of this strength, and with wavelength and periods of the same order as given by the baroclinic instability calculations.

1. INTRODUCTION

Over the past century, a picture of the mean circulation of the ocean has been built up from temperature and salinity measurements (Defant, 1961). The mean currents (see Fig. 1) are only a few centimeters per second except in special regions of concentrated currents like the Gulf Stream. However, direct measurements of currents have shown that the kinetic energy in time-dependent currents is greater than the kinetic energy of the mean currents and that currents of 0.1 m s\(^{-1}\) are commonly observed. The first direct current measurements over a long period (14 months) in mid-ocean were made in 1959 and 1960 in a region 5000 m deep about 250 km west of Bermuda. These measurements have been reported and discussed by Crease (1962) and Swallow (1971). It appears that the eddies observed have wavelengths (Phillips, 1966) of 300–400 km and periods (Swallow, 1971) of 50–100 days.

The U.S.S.R. POLYGON experiment (Brekhovskikh, Fedorov, Fomin, Koshlyakov and Yampolsky, 1971) has documented the progress of such an eddy in great detail. Observations were made using an array of current meters spread over a 200-km square. The measurements indicate (Koshlyakov and Grachev, 1973) that an eddy of elliptic shape (semi-axes 200 and 90 km) moved through the array at
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0.04–0.06 m s⁻¹. To give an impression of the scale involved, an ellipse of these dimensions is drawn in Fig. 1 at the site of the POLYGON experiment. This corresponds to a wavelength of about 360 km and a period of about 120 days. Figure 2 shows a progressive vector diagram of currents at 1000 m during the experiment. Clearly, the current at any given time is little related to the long-term mean. Compare, for instance, the 10-day mean currents for the periods 20th–30th April and the 20th–30th June. In both periods the mean current was over 0.1 m s⁻¹ but the directions were

Fig. 1. Mean dynamic topography in the Atlantic Ocean (from Defant, 1961, Figs. 271, 272) for (a) the ocean surface and (b) the 100-dB surface. Contours are in dynamic cm. An ellipse with the dimensions of the eddy observed in the POLYGON experiment has been superimposed in the appropriate position.
totally different. On the other hand, the average current over the whole 6-month period of the experiment was similar to that deduced by Defant from temperature and salinity data.

An impression of how the eddies may be distributed in the horizontal at a particular time comes from measurements (Fig. 3) of sound velocity at 800 m made by Beckerle (1972) (see also Beckerle and La Casse, 1973). The sound velocity is related to density so the contours indicate vertical shear. The arrows indicate the direction of motion for the layers above 800 m relative to those below.

Fig. 2. A progressive vector diagram of currents at 1000 m obtained in the Polygon experiment (from Brekhovskikh, Fedorov, Fomin, Koshlyakov andamp; Yampolsky, 1971, Fig. 4).
Fig. 3. Contours of sound velocity of 800 m in the Sargasso Sea (from Beckerle, 1972). The sound velocity field is related to the density field and hence current shear. The arrows show the direction of this shear.

The large eddies also appear as 'noise' on closely spaced hydrographic sections like those shown in the Atlantic Ocean Atlas of Fugliscreen (1960) (a section from this atlas is reproduced in Fig. 6 below). The time taken to make a section is short compared with the period of an eddy and the station spacing (typically 100 km) is just small enough to indicate the presence of eddies without adequately resolving them. On the other hand, Seckel (1968) reports a series of measurements between 10 and 26°N in the Pacific with 50-km spacing, and this does appear adequate to resolve the most energetic eddies. Wyrtki (1967) has calculated the structure function for the depth of various isothermal surfaces, and finds a peak value at 250 km, corresponding to a wavelength of about 500 km. The amplitude of the displacement is about 50 m, and the 17 months of record (see Seckel, 1968, Fig. 6C) appears to cover about 3 periods.

Further evidence of the presence of these energetic eddies may be found in the long time-series of temperature records obtained by the Panulirus at a station near Bermuda. The low frequency spectrum of the temperature at different depths is given by Wunsch (1972b) and reproduced in Fig. 4. Most of the temperature variance comes from periods between 40 and 200 days. A similar feature is seen in the spectrum of dynamic height relative to 1500 db (Wunsch, 1972a, Fig. 19).

Given that such eddies exist, the question is raised about the source of their energy.
We will examine the partition of energy in the main oceanic gyres and show that most of the energy is stored as potential energy. Further, there is sufficient energy available to produce eddies of the observed strength if the potential energy of the mean flow is converted into eddy energy. Conversion of energy can take place by baroclinic instability, and a model of this process is examined. For the examples considered, substantial transfer of energy is found to occur only in the top 400 m. The most unstable disturbances are confined to the surface layers and have wavelengths of 100–250 km and e-folding times of 80–100 days. Longer waves (wavelength 300–500 km) are also unstable but with e-folding times of 120–200 days. These waves have vertical structure similar to that of the first baroclinic mode and their stability properties are strongly affected by bottom topography. The unstable disturbances examined were found to travel westwards with propagation speeds close to the maximum mean velocity, i.e. 4–5 km days$^{-1}$. This corresponds to periods of 25–60 days for the short waves and 60–100 days for the long waves.

2. ENERGY PARTITION IN THE MAIN OCEANIC GyRES

The purpose of this section is to show, for a simple two-layer model of the ocean, that the potential energy stored in the main ocean gyres exceeds the kinetic energy by the large factor $(B/a)^2$, where $B$ is the horizontal scale of the gyre and $a$ is the (internal) radius of deformation. This is, in fact, a rather general property of quasi-geostrophic flows (see Appendix). For the main oceanic gyres, $B$ is of order 1000 km while $a$ (at mid latitudes) is of order 30 km, so the potential energy is of order 1000 times the kinetic. In particular, as STOMMEL (1965, p. 148) remarks, ‘there is an immense store of available potential energy in the deep warm-water mass in the Sargasso Sea, more than a thousand times the kinetic energy of all the currents in the North Atlantic’. This fact is of great importance when considering possible sources of energy for the energetic eddies referred to in the introduction.
To demonstrate the result, consider the case of geostrophic flow in a two-layer ocean, the lower layer of which is at rest (c.f. Stommel, 1965, Chapter 8). This gives a reasonable order-of-magnitude approximation to the wind-driven flow in the main oceanic gyres, since the main currents are confined to the upper part of the ocean. In this section, orders of magnitude of the potential and kinetic energy will be compared. In the next section, more specific calculations will be made for the 'Sverdrup' solution for an ocean gyre.

Let \( x, y, z \) be co-ordinates such that \( x \) increases eastwards, \( y \) northwards and \( z \) upwards, and let \( u, v, w \) be the corresponding velocity components. Suppose the ocean surface is defined by

\[
\eta(x, y) = \eta,
\]

and the interface between the upper fluid (of density \( \rho_1 \)) and the lower fluid (of density \( \rho_2 \)) is given by

\[
z = -h(x, y).
\]

Then if \( g \) is the gravitational acceleration, the hydrostatic relation gives for the pressure, \( p \),

\[
p = \begin{cases} 
\rho_1 g(\eta - z) & \text{for } -h < z < \eta \\
\rho_1 g(\eta + h) - \rho_2 g(h + z) & \text{for } z < -h.
\end{cases}
\]

(2.1)

If the lower layer is motionless, \( p \) must be constant on horizontal surfaces so

\[
g \eta = F_1(z) + g' h,
\]

where

\[
g' = (\rho_2 - \rho_1) g / \rho_2.
\]

Therefore, the pressure in the upper layer is given by

\[
p/\rho_1 = g' h + F_2(z),
\]

where \( F_1 \) and \( F_2 \) are functions of \( z \) only. The velocities in the upper layer are given in terms of \( h \) through the geostrophic relation

\[
-fv = -p_x/\rho_1 = -g' h_x \\
fu = -p_y/\rho_1 = -g' h_y,
\]

(2.2)

except in a thin Ekman layer adjacent to the surface.

The average kinetic and potential energy can now be estimated for a gyre with east–west scale \( L \) and north–south scale \( B \) with \( B < L \). The overbar will be used to define the average over the main part of the gyre, e.g.

\[
h = \overline{\int \int h \, dx \, dy} = \overline{\int \int h \, dx \, dy}.
\]

The integration is confined to the region where the variations are on the large scales \( L \) and \( B \) and excludes the region of strong boundary currents. The average kinetic energy, \( T \), per unit area is given by

\[
T = \overline{\frac{1}{2} \rho_1 h(u^2 + v^2)} = \frac{1}{2} \rho_1 g' h(h_x^2 + h_y^2) f^2.
\]

(2.3)
The available potential energy, $V$, is defined as the change in potential energy obtained by flattening the interface. The average value $\bar{V}$ per unit area is given by

$$\bar{V} = \frac{1}{2} \rho_1 g' [\bar{h}^2 - (h)^2]. \quad (2.4)$$

Now let

$$h = \bar{h} + h', \quad (2.5)$$

where $h'$ is assumed to be either small compared with $\bar{h}$ or else the same order of magnitude. It follows that, in order of magnitude,

$$T \sim \rho_1 g' \bar{h} \frac{h'}{2} B \frac{a^2}{f^2}, \quad (2.6)$$

$$\bar{V} \sim \rho_1 g' \frac{h'^2}{2}. \quad (2.7)$$

The ratio

$$\frac{\bar{V}}{T} \sim B^2 |a|^2, \quad (2.8)$$

where

$$a = \frac{(g' \bar{h}) t}{f} = \frac{c'}{f} \quad (2.9)$$

is the (internal) radius of deformation and $c'$ the speed of long internal waves. Hence the result that the potential energy exceeds the kinetic energy by the factor $(B/a)^2$.

### 3. ENERGETICS OF SVERDRUP FLOW

(a) Estimates of the mean kinetic and mean potential energy densities

Specific results are easily calculated for the wind-driven Sverdrup flow (see Stommel, 1965, Chapters 7 and 11) in a two-layer ocean. Suppose the line $x = 0$ lies to the east of the western boundary region and the eastern boundary is at $x = L$. Suppose there is an eastward wind stress given by

$$\tau \sin \left(\frac{y}{B}\right).$$

The divergence of the Ekman transport driven by this stress results in a vertical velocity,

$$w_{Ek} \doteq -\left(\frac{\tau}{f B \rho_1}\right) \cos \left(\frac{y}{B}\right) \quad (3.1)$$

just below the Ekman layer and this drives the geostrophic flow which satisfies (2.2). It has been assumed that $B$ is small compared with the radius of the Earth. The flow can be calculated by using the continuity equation for the part of the upper layer which excludes the Ekman layer, namely

$$(hu)_x + (hv)_y + w_{Ek} = 0. \quad (3.2)$$

By eliminating $u$, $v$ in favour of $h$ in (2.2) and (3.2) and using the condition of zero transport across $x = L$, there results

$$h^2 = h_0^2 + \frac{2 \tau t}{\rho_1 g' B \beta} (L - x) \cos \left(\frac{y}{B}\right), \quad (3.3)$$

where $h_0$ is a constant and $\beta = df/dy$.

With the further assumption that $h' \ll h$, and hence that $h' \ll h_0$, the mean energies can be calculated. Averages will be taken over the region $0 < x < L$ and over one period
in the y-direction. For small $h'$, it follows from (3.3) that

$$h = h_0 + (f \tau / \rho_1 g' h_0 B \beta)(L - x) \cos (y/B)$$

$$+ [(f \tau / \rho_1 g' h_0 B \beta)(L - x) \cos (y/B)]^2/2h_0,$$

and so

$$\dot{h} = h_0 - [f \tau L / \rho_1 g' h_0 B \beta]^2/(12h_0).$$

It follows that

$$\bar{\nu} = [f \tau L / h_0 B \beta]^2/(12 \rho_1 g').$$

and

$$\bar{T} = [\tau / B \beta^2] ((L^2 + 3B^2)/B^2)/(12 \rho_1 h_0).$$

It will be observed that for $L \gg B$

$$\bar{\nu} \approx (B/a)^2.$$

For the following values in S.I. units; $\tau = 0.1$ N m$^{-2}$, $f = 10^{-4}$ s$^{-1}$, $\rho_1 = 10^3$ kg m$^{-3}$, $\beta = 2 \times 10^{-11}$ m$^{-1}$ s$^{-1}$, $c' = 3$ m s$^{-1}$ ($g' = 0.02$ m s$^{-2}$, $h = 500$ m), $B = 10^6$ m, $L = 5 \times 10^6$ m, one obtains

$$h_\text{max}' = 250 \text{ m, } \bar{T} = 100 \text{ J m}^{-2}, \bar{\nu} = 10^5 \text{ J m}^{-2}.$$

The value of $\bar{\nu}$ corresponds to mean currents in the upper layer of $0.02$ m s$^{-1}$.

(b) Rate of input of energy into the Sverdrup flow

Now that the partition of energy within the Sverdrup flow has been calculated, we go on to calculate the rates of input and output of energy. The relevant energy equation is obtained by multiplying the first of (2.2) by $\rho_1 h u$, the second of (2.2) by $\rho_1 h v$, equation (3.2) by $\rho_1 g' h$ and adding all three. The result is

$$0 = -\rho_1 g' (uh^2) - \rho_1 g' (vh^2) - \rho_1 g' h w_{\text{Ek}}.$$

Integrating over the region, this becomes

$$0 = \rho_1 g' [uh^2 \ dy]_{x=0} - \rho_1 g' \int \int h w_{\text{Ek}} \ dx \ dy.$$

The second term represents the rate of input of energy into the Sverdrup flow by the working of pressure forces at the base of the Ekman layer, i.e. this is the rate of input of energy to the region below the Ekman layer which results from the action of the wind. This is balanced by the first term representing the output of energy which is lost to the western boundary region. The average rate, $\bar{R}$, of input can be calculated using (3.1) and (3.4), viz.

$$\bar{R} = \rho_1 g' h w_{\text{Ek}} = \tau^2 L/4 \rho_1 h_0 B \beta = 10^{-3} \text{ W m}^{-2}.$$

A summary of the results is given schematically in Fig. 5. This number is important when we consider possible instabilities of the Sverdrup region, for instabilities imply transfer of some of the energy of the mean flow into eddy energy. Obviously, the rate of transfer of energy to eddies cannot be greater than the rate of supply of energy to the mean state by the wind.

The rate of energy input to the mean flow can be compared with the energy contained in the mean flow. The ratio

$$\bar{\nu}/\bar{R} = L/3 \beta a^2 \approx 3 \text{ yr}$$
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Energy fed in by wind is at average rate $\mathcal{R}$ ($\sim 10^{-3} \text{ Wm}^{-2}$)

Fig. 5. A sketch showing the energy budget for the Sverdrup solution in a two-layer ocean in which the lower layer is at rest. The sketch shows the position of the interface, the energy transfer across the surface, the energy transfer to the western boundary current and energy stored. The expressions for $\mathcal{R}$, $\mathcal{F}$ and $\mathcal{T}$ are given in the text. The estimates are based on values given in the text.

is the time it would take to build up the mean flow at the mean rate of input if the energy of the mean flow were suddenly removed.

4. MAXIMUM POSSIBLE STRENGTH OF EDDIES

Suppose now, that, by some mechanism as yet undefined, energy from the mean flow described above is converted into eddies. How strong can the eddies be? Clearly, there is little kinetic energy available for the eddies to draw on, but there is a considerable store of potential energy. To find the maximum possible average strength of eddies, we can calculate the average energy, $E_{\text{eddy}}$, if all the energy in the mean flow were converted into eddies. In this case

$$E_{\text{eddy}} = \mathcal{V},$$

i.e. the average eddy energy equals the average available energy. Let the wave number of the eddy be $k$. If $k^{-1}$ is greater than the radius of deformation, then the eddy energy is mostly potential energy, $\mathcal{V}_{\text{eddy}}$, so

$$\mathcal{V}_{\text{eddy}} \equiv E_{\text{eddy}} = \mathcal{V}.$$  \hspace{1cm} (4.2)

The average kinetic energy, $T_{\text{eddy}}$, is less by a factor $(ka)^2$, so

$$T_{\text{eddy}} = (ka)^2 \mathcal{V} = (kB)^2 \mathcal{T}.$$  \hspace{1cm} (4.3)

Thus the eddy kinetic energy can be much larger than the mean kinetic energy if their scale is less than that of the mean flow. For instance, if $k^{-1} = 100 \text{ km}$ and $B = 1000 \text{ km}$,
the eddy kinetic energy could be 100 times bigger, viz. 0.2 m s\(^{-1}\) compared with 0.02 m s\(^{-1}\) for the mean flow.

A pictorial interpretation of this result can be given in terms of the two-layer model in which the average potential energy is proportional to the mean square displacement of the interface whereas the average kinetic energy is proportional to the mean square slope of the interface. For the mean flow the interface has a small slope because the scale is large. If the potential energy of the mean flow is converted into eddies, the mean square displacement of the interface is unchanged but the mean square slope is greatly increased if the scale of the eddies is small compared with the scale of the mean flow.

An impression of how much energy is in the larger eddies and how much is in the mean flow can be obtained from examining oceanographic sections. For instance, the temperature section at 50°W (Fig. 6) from Fuglister (1960) shows that the thermocline (8–16°C) between 25 and 35°N slopes down to the north, dropping about 140 m in this distance. (Between 15 and 35°N, the same isotherms descend about 400 m.) The wiggles on these isotherms represent displacements of ±25 m, i.e. the displacements due to eddies are rather less than the displacements in the mean flow. This indicates that the potential energy (which is proportional to \(h^2\)) of the eddies is 15–20% of that available in the mean flow over the 10° interval (25–35°N), and a much smaller fraction (a few per cent) of the energy available over the 20° interval.

If the thermocline slopes from north to south, the baroclinic eddies can extract most energy when they have a large north–south scale and the proportion of this which is kinetic energy is largest when they have a small east–west scale. The impression from the Fuglister section is that the eddies have the energy obtainable by extracting that available in a north–south distance of order 500 km.

5. CONVERSION OF AVAILABLE ENERGY TO EDDY ENERGY

Although there is a vast store of potential energy available in the mean circulation of the ocean, it is not obvious that this can easily be drawn on to form eddies. In fact, the constraints imposed by the rotation of the Earth make the energy conversion rather difficult. However, the analyses of Charney (1947) and Eady (1949) have shown that this energy conversion can take place in the atmosphere. Green (1970) has shown that the observed structure of atmospheric eddies, as represented by their transfer properties, is consistent with perturbation theory. Moreover, the eddy intensity and the magnitude of the transfer is consistent with the conversion of available potential energy into eddy kinetic energy. Schulman (1967) has made calculations for an ocean circulation with a rather weak thermocline and found unstable eddies with an e-folding time of about a year, but he felt that stronger growth would occur with a more realistic mean circulation.

The remainder of this paper will be devoted to examining the stability of different mean flow profiles. The results are quite sensitive to the profiles taken, and for that reason a variety of profiles will be considered.

We consider small disturbances to a mean state in which the density \(\rho\) varies with both depth and horizontal position. The horizontal scale, \(k^{-1}\), of the perturbation is assumed to be small compared with the horizontal scale of the density variations, so that locally the perturbation can be considered to be a superposition of plane wave solutions, and the only properties of the mean field on which the solution depends are the variations of \(\rho\) and of its horizontal gradient with depth. The perturbed motion is
Fig. 6. The meridional temperature section at 50°W, from FUGLISTER (1960).
assumed to be quasi-geostrophic and hydrostatic, in which case (see, for example, GREEN, 1960, or CHARNEY and STERN, 1962) a disturbance stream function $\psi$ can be introduced, which, for a plane wave, has the form

$$\psi(x,z,t) = \text{Re} \{ \phi(z) e^{ik(x-ct)} \},$$  
(5.1)

the $x$-axis being chosen to be in the direction of phase propagation. The perturbation pressure, $p$, the perturbation density, $\sigma$, and the perturbation velocity components, $u, v, w$ are given in terms of $\psi$ by

$$p = \rho_0 f\psi$$

$$u = -\psi_y$$

$$v = \psi_x$$

$$g\sigma = -\rho_0 f\psi_z$$

$$N^2w = -f(\psi_{zt} + \overline{U}\psi_{xx} - \overline{U}_x\psi_{xz}),$$  
(5.2)

where $\rho_0$ is a representative value of the density and the equation satisfied by the complex amplitude, $\phi$, of the stream function is

$$(\overline{U} - c) \left\{ [(f^2/N^2) \phi_z]_z - k^2\phi \right\} + Q_v\phi = 0, \hspace{1cm} (5.3)$$

where

$$Q_v = \beta - [(f^2/N^2) \overline{U}_z]_z.$$  
(5.4)

In the above equation, $\overline{U}$ is the component of the current in the $x$-direction and so is related to the $y$-derivative of $\rho$ by the equation

$$f\overline{U}_z = g\rho_w/\rho_0.$$  
(5.5)

Also, the function $N(z)$ which appears in the equations is the Brunt–Väisälä frequency, defined by

$$N^2 = -g \beta z/\rho_0, \hspace{1cm} (5.6)$$

and $\beta$ is the $y$-component of the gradient of $f$. Since the mean density gradients in the ocean are mainly in the north–south direction, the disturbances which can most easily draw on the potential energy available are those which travel in the east–west direction. Therefore, in the examples, the $x$-axis is normally chosen as pointing eastwards, in which case $\beta$ has its usual meaning.

The boundary conditions are those of no normal flow. At the surface $z = 0$, this condition is $w = 0$, which in terms of $\phi$, gives

$$\phi_z/\phi = \overline{U}_z/(\overline{U} - c) \text{ at } z = 0.$$  
(5.7)

The boundary condition at the bottom $z = -H$ is

$$\phi_x/\phi = (\overline{U}_z + N^2 H_y/|f|)(\overline{U} - c) \text{ at } z = -H.$$  
(5.8)

For given wavenumber, $k$, the equations and boundary conditions define an eigenvalue problem for $c$. A complex $c$ with positive imaginary part implies the existence of a mode which grows with time, and the flow $\overline{U}(z)$ is then said to be baroclinically unstable. For the case of a flat bottom ($H_y = 0$), necessary conditions for instability are (GREEN, 1960; CHARNEY and STERN, 1962) that either

(i) $Q_v$ change sign in $-H < z < 0$, 

or (ii) the sign of $Q_y$ be opposite to that of $\bar{U}_2$ at $z = 0$,
or (iii) the sign of $Q_y$ be the same as that of $\bar{U}_2$ at $z = -H$.

A trivial modification of the argument shows that, for the general case, the last condition should be

(iii) the sign of $Q_y$ be the same as that of $\bar{U}_2 + N^2Hy/f$ at $z = -H$.

The above conditions can be exploited to show that some profiles are stable. When the necessary conditions are satisfied, however, a detailed stability analysis is required to show if the flow is in fact unstable, and, when it is, to find the growth rates, etc.

From the way the positive quantity $N^2$ appears in (5.3), it can be seen that minor details in the form of the profile $N^2(z)$ are not critical. In the calculations reported here, the profile

$$N^2/f^2 = 10^4 e^{z/d}$$

has been used, with $d = 900$ m. This should model the reduction of $N^2$ with depth in the deep layers reasonably well. The effect of a reduction of $N^2$ near the surface was calculated for one case only, and the results are given later.

The values $\beta = 2 \times 10^{-11}$ m$^{-1}$ s$^{-1}$ and $H = 4500$ m have been used throughout. The critical profile for stability considerations is that of $Q_y$ (which depends on $\bar{U}_2$) and so is [see (ii) above] the sign of $\bar{U}_2$ at the surface. Now $\bar{U}_2$ is proportional [see (5.5)] to the horizontal density gradient, so a major factor affecting stability is the way in which the horizontal density gradient varies with depth. In fact, substituting (5.5) and (5.6) in (5.4),

$$Q_y = \beta + f(\rho_y/\rho_z)z,$$  

and depends on the slope $\rho_y/\rho_z$ of the isopycnals. It will be found that when this slope is uniform, only westward currents are unstable, which corresponds to having denser water toward the equator. However, at the surface, the denser water is normally toward the poles, so the slope of the isopycnals can reverse near the surface (see Fig. 6).

In order to examine the effects of such a reversal, we will examine the stability of the profiles shown in Fig. 7. In all cases, the maximum velocity is 0.05 m s$^{-1}$ Profile [1] has the same exponential form as in (5.9), namely

$$\bar{U}(z) = U_0 e^{z/d},$$

with $U_0 = -0.05$ m s$^{-1}$. This corresponds to a uniform slope of the isopycnals. The value of the slope depends on $f$, and is $0.8 \times 10^{-4}$ at $30^\circ$ and $1.1 \times 10^{-4}$ at $20^\circ$ latitude. These values are about 60% of the maximum values observed in the section shown in Fig. 6.

The other profiles shown in Fig. 7 are given by

$$\bar{U}(z) = U_0 e^{z/d} - U_1 e^{z/a}.$$

The maximum velocity of $U_{\text{max}} = -0.05$ m s$^{-1}$ is achieved at a depth $z = -z_{\text{max}}$, and so the profiles are completely specified by the choices of $a$ and $z_{\text{max}}$. $a$ is 100 m for profiles [2], [3] and 400 m for profiles [4], [5]. $z_{\text{max}}$ is zero for profiles [2], [4] and 100 m for profiles [3], [5]. Thus, for profiles [2] and [4], the slope of the isopycnals becomes zero at the surface. For profile [2], the change in slope is rapid while for profile [4] it is slow. For profiles [3] and [5] the slope of the isopycnals reverses at 100 m. The change in slope is rapid for profile [3] and slow for profile [5].
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Fig. 7. Mean velocity profiles $U(z)$ for which a stability analysis has been carried out. For clarity, profiles [4] and [5] have been displaced to the right and profile [1] is drawn twice. Note that the scale of $z$ is limited to less than half the total depth. The mean currents below 2000 m are very small.

The necessary condition for instability can now be applied. For profile [1], since the isopycnals have uniform slope

$$Q_y = \beta,$$

i.e. is independent of $z$. Thus the necessary condition can only be satisfied if $U_z$ has the appropriate sign at the boundaries. $U_z$ is so small at the lower boundary that only a weak instability can occur when this has the appropriate sign. Otherwise, instability can only occur when $U_0 < 0$ so that $U_z$ has the opposite sign to $Q_y$ at the surface. This corresponds to a westward current with isopycnals sloping upwards towards the equator.

For the remaining profiles, $Q_y$ is close to $\beta$ near the bottom and departs from $\beta$ by increasing amounts as the surface is approached. The surface value is given by

$$Q_y = \beta + 10^{-4} (U_{\text{max}}/ad) e^{\frac{z_{\text{max}}}{d}}.$$

If $U_{\text{max}}$ is negative (westward currents), $Q_y$ changes sign if

$$a e^{-z_{\text{max}}/d} < -10^{-4} U_{\text{max}}/\beta d \approx 278 \text{ m},$$

which does happen for the two profiles with $a = 100 \text{ m}$ but not for the profiles with $a = 400 \text{ m}$. Thus profile [4] must be stable. Profile [5] could only be unstable if $U_{\text{max}}$ were positive (an eastward current) so that $U_z$ at the surface would have the opposite sign to $Q_y$. However, $U_z$ has such a small value that if an instability occurred it would be very weak. Thus the stability analysis is only carried out for profiles [1], [2] and [3] with westward flow.
It is important to note that the stability problem requires only a knowledge of the mean density field. This is because only velocities relative to a reference level appear in the equations and boundary conditions. If \( \bar{U} \) is changed by a constant (i.e. an amount independent of depth), (5.3), (5.4), (5.7) and (5.8) show that the only effect is to change the wave speed \( c_r \) by the same amount. The growth rate is unaffected. It is, therefore, possible to use the density data available in data banks to divide the ocean into regions with different baroclinic stability properties e.g. categories such as 'stable', 'weakly unstable' and 'strongly unstable'. Perhaps experience with a relatively small number of mean profiles would allow a crude classification like this to be made. The necessary condition for instability would allow some areas to be classified as stable without detailed analysis. The results discussed in the next section show that the density structure in the top 400 m can strongly affect the stability, and so conditions can change seasonally. Since e-folding times are 3 months or more, it would be necessary to assess what the average effect over a whole year would be using the stability properties for each individual season.

6. Stability Results for Continuous Profiles

Numerical solutions were obtained for the profiles [1]-[3] by taking an initial guess for \( c \) which determines, by (5.7), the value of \( \phi_z/\phi \) at \( z = 0 \). Then (5.3) was integrated to find the value of \( \phi_z/\phi \) at \( z = -H \) and this was compared with the value given by (5.8). The exact value of \( c \) was subsequently obtained by iteration.

Figure 8 shows the growth rate, \( k c_\tau \), and wave speed, \( c_r \), as functions of \( k \) for the exponential profile [1]. \( c_r \) and \( c_\tau \) are the real and imaginary parts of \( c \). For the case of a flat bottom, the wave speed was found to vary only a little, with values ranging from 44-50 mm s\(^{-1}\). This corresponds to a 'steering level', i.e. the level at which \( \bar{U} \) equals \( c_r \), somewhere between the surface and a depth of 100 m. Results are shown for three different values of the non-dimensional bottom slope [see (5.8)]

\[
s = (N^2/f \bar{U}_z)_{z=-H} H_y = (\rho_s/\rho_u)_{z=-H} H_y,
\]

namely \( s = -10 \), \( s = 0 \) and \( s = 10 \). \( s \) is negative when the bottom slopes the same way as the isopycnals. The value \( s = 10 \) corresponds to a bottom slope of 0.6 × 10\(^{-4}\) when \( f = 10^{-4} \) s\(^{-1}\).

For wavenumbers above 0.03 km\(^{-1}\), the stability characteristics are practically independent of \( s \). The minimum e-folding time of 80 days is achieved for a wave length of 190 km. For smaller \( k \), the growth rate curves all show a secondary maximum, but the value and position of this maximum are strongly dependent on \( s \). For \( s = 0 \), it occurs at a wavelength of 330 km, where the e-folding time is 120 days.

An indication of the way in which the value of \( s \) affects stability comes from the third alternative of the necessary conditions for instability, namely that \( Q_y \) has the same sign as \( \bar{U}_z(1 - s) \). For profile [1], westward currents (\( \bar{U}_z < 0 \)) are destabilized only when \( s < -1 \), i.e. when the bottom slopes up towards the equator. This seems consistent with the result (Fig. 8) that the negative \( s \) case is the most unstable for small \( k \). For eastward currents (\( \bar{U}_z > 0 \)), the necessary condition is satisfied when \( s > -1 \). Presumably the most favourable conditions for instability are obtained when \( s \) is large and positive. This also corresponds to the bottom sloping upwards towards the equator.
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Fig. 8. Phase speed, $c_r$, and growth rate, $k \sigma_t$, as functions of wavenumber $k$ for the exponential profile [1]. Values are shown for three values of the non-dimensional bottom slope $s = 0 \pm 10$. $s$ is the bottom slope divided by the slope of the isopycnals at the bottom.

The wave speeds and growth rates for profiles [2] and [3] are shown in Fig. 9. The main feature is that the growth rates are generally smaller. Typical e-folding times are 30–40% larger for profile [2] than profile [1], while the e-folding times for profile [3] are typically double those for profile [1]. In other words, reducing the slope of the isopycnals near the surface reduces the growth rate, and reversal of the slope of the isopycnals at the surface reduces the growth rate still further. Thus changes in the conditions in the top 100 or 200 m can make large changes in the stability properties. Such changes do occur with the progression of the seasons (which have a time scale comparable with the e-folding time) so seasonal changes will have important effects on the growth of disturbances. The wave speeds again are close to the maximum velocity of 50 mm s$^{-1}$ and can even be greater. PEDLOSKY (1964, p. 211) has shown that this is possible when the $\beta$-effect is important.

One further calculation was made in which $N^2$ was substantially reduced near the surface, so the maximum value was at 800 m. Below 800 m, $N/f$ was the same as for the other profiles, i.e. as given by (5.9). However, between 800 and 200 m, $N/f$ changed approximately linearly from 63 at 800 m to 35 at 200 m, and remained approximately constant at this value to the surface. This corresponds to a reduction of $N^2$ at the surface by a factor of 8 relative to the other cases. The slope of the isopycnals was kept constant, so $Q_\nu = \beta$ as for profile [1]. This implies a reduction of shear near the surface. The
maximum value of \( \bar{U} \) was again set at 50 mm s\(^{-1}\). The results for growth rate and wave speed were very similar to those shown in Fig. 9 for profile [2], except that the growth rate did not fall off so quickly at the larger values of \( k \). Thus the drastic reduction in \( N^2 \) reduced the growth rates only by about 30% relative to those for profile [1]. In addition, the steering level remained near the surface, so was not associated with the position of maximum \( N^2 \).

A selection of disturbance stream function (and hence velocity) profiles are shown in Figs. 10 and 11. The graphs show the changes of both amplitude and phase of \( \phi \) with depth. The disturbance profiles for the quickest growing modes are shown in Fig. 10. The disturbance amplitude falls off rapidly with depth, i.e. the disturbance is trapped in the near-surface layers. The disturbances in this circumstance are rather similar to those (with constant \( \bar{U}_z \) and \( N/f \)) studied by Charney (1947). The depth scale over which the disturbance is confined is of order

\[
f^2 \bar{U}_z/N^2 \beta = f \rho_\gamma/\beta \rho_z
\]

and the wavenumber \( k \) is of order

\[
\beta N/f \bar{U}_z = \beta (\rho_0 \gamma \rho_z) / g \rho_\gamma.
\]

The details of the solution, however, differ considerably from Charney’s because \( \bar{U}_z \) is not constant over the depth in which the disturbance is significant.

The disturbance profiles shown in Fig. 11 correspond to the longer waves for which the growth rate has a secondary maximum. These profiles have a structure similar to that
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Fig. 10. Disturbance velocity profiles for the most rapidly growing disturbances, showing the amplitude and the phase. The amplitude is shown relative to its maximum value, and the phase relative to the value at the bottom. Only values for the top 2000 m are shown, as the amplitude is very small below this depth. The wavenumbers of the disturbances are [1] 0.033 km$^{-1}$, [2] 0.0285 km$^{-1}$ and [3] 0.0275 km$^{-1}$.

The amplitude has a minimum value at a depth of about 1000 m, with a phase change of 180° between levels a few hundred meters above and below. Thus at any given time, the velocity profile shows a change in sign at depth of about 1000 m. Because the amplitude of this disturbance is significant in deep water, the properties of the disturbance are significantly affected by bottom topography, as Fig. 8 demonstrates.

7. ESTIMATES OF THE ENERGY CONVERSION RATES AND BUOYANCY FLUXES

The previous calculations allow estimates to be made of the rates at which available potential energy is converted into eddy energy provided the amplitude of the eddies is known. This can then be compared with the estimate of Section 3 of the rate at which available potential energy is being created by the large-scale wind field. One can also calculate the north–south buoyancy flux produced by the eddies. Before doing this, an interesting fact emerges as to the sign of this transfer. Because of the effect of $\beta$ on the stability, the most favourable conditions for instability are found where the isopycnals
Fig. 11. Disturbance velocity profiles for the long waves where the secondary maximum in the growth rate is found, showing the amplitude and the phase. The amplitude is shown relative to its maximum value and the phase relative to its value at the bottom. The wavenumbers of the disturbances are $[1] s = 0, k = 0.0195 \text{ km}^{-1}$; $[1] s = -10, k = 0.012 \text{ km}^{-1}$; $[2] k = 0.01825 \text{ km}^{-1}$.

Slope upwards towards the equator, i.e. at a given level, cold water is near the equator and warm water towards the poles. The instability tends to reduce this gradient and so heat is transferred toward the equator by the eddies. Thus the eddy transfer does not help to transfer heat from low latitudes to high (see, e.g. LORENZ, 1967) but opposes it. Since heat budgets indicate (see, e.g. LORENZ, 1967, Fig. 29) a significant poleward heat transfer in the ocean, one concludes that this heat transfer is achieved by the mean ocean circulation rather than by the eddies. This seems to be consistent with estimates (JUNG, 1952; BRYAN, 1962) of heat transfer by the mean circulation, although such estimates are subject to some uncertainty.

The energy density $E$ of the perturbation is given by

$$E = \frac{1}{2} \rho_0 \left( \psi_x^2 + f^2 \psi_z^2 / N^2 \right),$$

(7.1)

the first term representing kinetic energy and the second potential energy. The average rate of change of $E$ over a cycle is equal to the average value of

$$\left( f^2 / N^2 \right) \bar{U}_x \psi_x \psi_z.$$

(7.2)
Expressing $\phi$ in terms of its amplitude $A(z)$ and phase $\theta(z)$, i.e.

$$\phi = Ae^{i\theta},$$  \hspace{1cm} (7.3)

(5.1) gives

$$\psi = A(z) \exp(\kappa c t) \cos [k(x - c t) + \theta(z)],$$  \hspace{1cm} (7.4)

so the average value of (7.2) over a cycle is

$$\frac{1}{2} \rho_0 (f/N)^2 \kappa \theta \exp[A \exp(\kappa c t)]^2.$$  \hspace{1cm} (7.5)

Figure 12 shows how this quantity varies with $z$ in selected cases. In all cases considered, nearly all the energy transfer takes place in the top 400 m. Integrating over the depth, one can calculate the rate, $R_{\text{trans}}$, of energy transfer for a given value of $v_{\text{max}} = \max_z [kA \exp(\kappa c t)]$.

The transfer rate is given by

$$R_{\text{trans}} = B v_{\text{max}}^2,$$  \hspace{1cm} (7.6)

where

$$B = \frac{1}{2} \rho_0 (f/N)^2 \kappa \theta \exp[A \exp(\kappa c t)]^2 \int_0^1 dz,$$  \hspace{1cm} (7.7)

and values of $B$ are given for various cases in Table 1. The values are in S.I. units so that if $v_{\text{max}}$ is given in m s$^{-1}$, $R_{\text{trans}}$ is obtained in W m$^{-2}$. Note that for a given value of $v_{\text{max}}$, the larger eddies transfer two or three times as much energy as the smaller eddies.

![Fig. 12. The rate of conversion of available potential energy to eddy energy, shown as a function of depth. The scale is chosen so that the integral with respect to depth (in m) gives $B$ in W m$^{-2}$ s$^{-1}$. The cases shown are [1] $s = 0, k = 0.033$ km$^{-1}$, [2] $s = 0, k = 0.0195$ km$^{-1}$, [3] $k = 0.0285$ km$^{-1}$, [3] $k = 0.0275$ km$^{-1}$.](image-url)
Table 1. Values of various quantities at the primary and secondary growth rate maxima. If $B$ is multiplied by the square of the maximum disturbance velocity, $v_{\text{max}}$, it gives the rate of transfer of available potential energy to eddy energy in $\text{W m}^{-2}$. The values of $v_{\text{max}}$ shown are those which make this rate of transfer equal to $10^{-3}$ $\text{W m}^{-2}$, the estimated rate at which the wind puts energy into the mean flow. If $D$ is multiplied by $v_{\text{max}}$ (in $\text{m s}^{-1}$) it gives the rate of heat transport by the eddies in gigawatts/m ($\text{GW m}^{-1}$). The last column gives the equatorward heat transport so obtained (in $\text{MW m}^{-1}$) when the values of $v_{\text{max}}$ in column 6 are used.

<table>
<thead>
<tr>
<th>Profile</th>
<th>$s$</th>
<th>Wave-number (km$^{-1}$)</th>
<th>Growth rate (day$^{-1}$)</th>
<th>$B$ (W m$^{-2}$ s$^2$)</th>
<th>$v_{\text{max}}$ (m s$^{-1}$)</th>
<th>$D$ (GW m$^{-2}$ s$^2$)</th>
<th>Heat transport (MW m$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1]</td>
<td>0</td>
<td>0.033</td>
<td>0.0121</td>
<td>0.048</td>
<td>0.144</td>
<td>-1.74</td>
<td>36.1</td>
</tr>
<tr>
<td>[2]</td>
<td>0</td>
<td>0.0285</td>
<td>0.0086</td>
<td>0.054</td>
<td>0.136</td>
<td>-2.43</td>
<td>44.9</td>
</tr>
<tr>
<td>[3]</td>
<td>0</td>
<td>0.0275</td>
<td>0.0058</td>
<td>0.088</td>
<td>0.106</td>
<td>-5.41</td>
<td>6.1</td>
</tr>
<tr>
<td>[1]</td>
<td>0</td>
<td>0.0195</td>
<td>0.0084</td>
<td>0.147</td>
<td>0.082</td>
<td>-5.30</td>
<td>35.6</td>
</tr>
<tr>
<td>[2]</td>
<td>0</td>
<td>0.0183</td>
<td>0.0063</td>
<td>0.143</td>
<td>0.084</td>
<td>-5.76</td>
<td>40.6</td>
</tr>
<tr>
<td>[3]</td>
<td>0</td>
<td>0.0174</td>
<td>0.0042</td>
<td>0.186</td>
<td>0.073</td>
<td>-1.34</td>
<td>7.1</td>
</tr>
<tr>
<td>[1]</td>
<td>10</td>
<td>0.0089</td>
<td>0.0008</td>
<td>0.092</td>
<td>0.104</td>
<td>-3.33</td>
<td>36.0</td>
</tr>
<tr>
<td>[1]</td>
<td>-10</td>
<td>0.012</td>
<td>0.0049</td>
<td>0.159</td>
<td>0.079</td>
<td>-5.74</td>
<td>35.8</td>
</tr>
</tbody>
</table>

Values of $v_{\text{max}}$ required to transfer energy at a given rate can now be calculated. Table 1 shows the values of $v_{\text{max}}$ obtained if energy is removed by the eddies at the same rate as it is supplied by the wind, i.e. $10^{-3}$ $\text{W m}^{-2}$ if (3.10) is a reasonable estimate. This gives values of $v_{\text{max}}$ of about $0.08$ $\text{m s}^{-1}$ for the larger eddies. This is of the same order as the observed values of $v_{\text{max}}$ indicating that removal of available potential energy by baroclinic eddies is important in the ocean. Alternatively, if one expects eddies to remove available potential energy at a rate comparable to the rate at which it is built up by the large-scale wind patterns, then one would expect to find eddies with maximum velocities like those shown in the table. If the small and the large eddies contribute equally, then one would expect the velocity field below 1500 m to be dominated by the large eddies with velocity profiles like those shown in Fig. 11. Wavelengths would be 300–500 km and velocities in the deep water of order $0.05$ $\text{m s}^{-1}$. In the upper 500 m, one would expect the velocity field to be dominated by the smaller eddies with velocity profiles like those shown in Fig. 10. Wavelengths would be about 200 km and the maximum velocities around $0.14$ $\text{m s}^{-1}$. The evidence quoted in Section 1 supports this picture at least for the deeper layers.

The rate, $H_{\text{trans}}$ of heat transfer, per unit length, across a latitude circle can be estimated in a similar fashion if the density variations are assumed to result mainly from temperature variations. This rate is given by

$$H_{\text{trans}} = Dv_{\text{max}}^2,$$

where

$$D = \frac{1}{2} \rho_0 \int_0^A \left( c_p f \theta_z / \alpha g k \right) (A/A_{\text{max}})^2 \, dz.$$

Some values of $D$ are listed in Table 1. The values are given in S.I. units assuming that $\rho_0 = 10^3$ $\text{kg m}^{-3}$, $f = 10^{-4}$ $\text{s}^{-1}$, $c_p = 4.2 \times 10^3$ $\text{J kg}^{-1} \text{C}^{-1}$ and that $\alpha = 2.1 \times 10^{-4}$ $(\text{C})^{-1}$. The last column gives the equatorward heat transport in $\text{W m}^{-1}$ if $v_{\text{max}}$ is given the value shown in the sixth column of the table. Typical values are
between $0.3 \times 10^8$ and $0.4 \times 10^8$ W m$^{-1}$. These values can be compared with the maximum poleward transfer of heat in the ocean. The value obtained from Fig. 29 of LORENZ (1967) is about $0.8 \times 10^8$ W m$^{-1}$. A more recent estimate (VONDER HAAR and OORT, 1973) gives $1.6 \times 10^8$ W m$^{-1}$.

8. **DISTINGUISHING FEATURES OF BAROCLINICALLY UNSTABLE DISTURBANCES**

One would like to be able to determine from field observations if the baroclinic instability mechanism is important in the ocean, as it undoubtedly is in the atmosphere (GREEN, 1970). To do this, one needs to be able to distinguish unstable waves from other waves, such as baroclinic planetary waves which are not exchanging energy with the environment. The best way of making such a distinction would be to measure the amount of energy exchange taking place from long-term correlations between density perturbation and velocity perturbations. Failing this, one asks if there is any other distinguishing feature of the baroclinically unstable disturbance? The velocities of propagation are not greatly different from those of baroclinic Rossby waves, and the vertical structure of the longer waves is similar to that of the baroclinic Rossby waves. The one point of difference which may allow a distinction to be made is the change of phase with depth in the layers in which the energy transfer is taking place. In our model, this was always the top 400 m, and the phase increases downwards where energy is being fed to the disturbance. For the plane wave solution (7.4), the velocity $v$ at a fixed point ($x = 0$, for example) is given by

$$v = k A(z) \exp(kc_0t) \cos \left[-kc_0t + \theta(z)\right].$$ (8.1)

Since $c_0$ is negative and $\theta$ increases downwards, the phase velocity is upwards and this upward phase propagation can be seen in Fig. 13 where profiles are drawn at different times. To detect such phase changes will necessitate some form of processing of the records to remove the higher frequency parts of the spectrum e.g. by time averaging to obtain successive pictures like those shown in Fig. 13, or by Fourier analysis to determine the phase as a function of frequency and depth. The indications from our analysis are that the large phase changes will occur in the top 400 m, so perhaps special attention should be paid to this region. (For a given area, the stability analysis based on the observed mean density field would indicate where phase changes are most likely to occur.)

L. Fomin (private communication) has some evidence from the POLYGON experiment which may be indicative of such phase changes. He has plotted the hodograph of a 20-day average velocity as a function of depth, the result being reproduced in Fig. 14. Such a result cannot be explained by a single plane wave disturbance, but a superposition of waves may give a picture with features like those found in Fig. 14. For instance, a simple superposition gives a stream function of the form

$$\psi = \text{Re} \{\phi(z) \exp[i(l(x - ct))]\} \sin m y,$$ (8.2)

with $k^2 = l^2 + m^2$. Using (5.1) and (7.3), one finds the velocity components at a fixed point and time (for example $x = t = 0$) given by

$$u = -mA(z) \cos \theta(z) \cos m y,$$

$$v = -lA(z) \sin \theta(z) \sin m y.$$ (8.3)
Fig. 13. Disturbance velocity profiles at intervals of $\frac{1}{4}$ of a period for the exponential mean profile [1] with $\epsilon = 0$ (flat bottom) (a) corresponds to the most unstable (short-wave) disturbance whose amplitude and phase is shown in Fig. 10, and (b) to the secondary maximum in the growth rate i.e. the long-wave disturbance whose amplitude and phase is shown in Fig. 11.
If the phase $\theta$ did not vary with $z$, the hodograph would be a straight line. There is no preferred direction of rotation in (8.3), for under the transformation $y \rightarrow -y$, $v \rightarrow -v$, and the direction of rotation is reversed.

9. A TWO-LAYER MODEL

Before studying the continuously stratified model, we did some calculations for a two-layer model. This exhibits a baroclinic instability which may be compared with the low wavenumber instability of the continuously stratified case. The model consists of two layers each of constant density $\rho_i$ but of variable depth $H_i$. The suffix $i$ takes the value 1 for the upper layer and 2 for the lower layer. The total depth $H = H_1 + H_2$. The motion is assumed to be quasi-geostrophic, so that potential vorticity is conserved in each layer. Such models have been considered by PHILLIPS (1951), who considered the case $H_1 = H_2$, and PEDLÓSKY (1964), who found some general properties for disturbances in a channel. The disturbance is assumed to vary on a scale small compared with the mean circulation, so that the mean potential vorticity gradient can be taken as a constant. A frame of reference moving with the mean velocity of the lower layer is used.

A disturbance with a given wavenumber, $k^*$, will be considered, and the $x$-axis will be chosen to be in the direction of $k^*$. Thus disturbance quantities are proportional to $\exp[i k^* (x - c^*t)]$ and the disturbance velocity is therefore in the $y$-direction. It follows that only changes in the mean potential vorticity in this direction are of dynamical significance, so only the $y$-derivatives of $f$, $H_1$ and $H$ appear in the equations. It is
convenient to define the non-dimensional quantities

\[ \tilde{\beta} = H_1 f_y / f, \quad \tilde{\mu} = -H_1 y, \quad \tilde{\delta} = -\delta H_y, \quad \tilde{\gamma} = H_1 / H_2 \]  
\[ \kappa^2 = \frac{g(p_2 - p_1)}{p_2 f^2} H_1 (k^*)^2, \quad \tilde{\zeta} = \frac{p_2 f^*}{g(p_2 - p_1)}. \]  
(Note that \( \tilde{\beta} \) is a non-dimensional component of \( \text{grad} f \), not the magnitude of \( \text{grad} f \).) Then, the equivalent equation to (5.3), i.e. the one expressing conservation of potential vorticity, is

\[ \phi_1 (\phi_2 - \phi_1) = \kappa^2 - (\beta + \mu)(\mu - \delta\zeta) \]  
\[ \delta \phi_1 / \phi_2 = -\kappa^2 - (\beta + \delta - \delta\zeta) / \zeta. \]  
The non-dimensional potential vorticity gradient [c.f. (5.4)] is

\[ \begin{cases} \beta + \mu & \text{in the upper layer} \\ \beta + \delta - \delta\zeta & \text{in the lower layer}. \end{cases} \]  
Elimination of \( \phi_1 / \phi_2 \) from (9.2) gives a quadratic equation for \( \zeta \), namely

\[ [(1 + \kappa^2) \zeta + \beta - \kappa^2\zeta] (k^2\zeta + \beta + \delta) + \delta(\zeta - \mu) (k^2\zeta - k^2\zeta + \beta) = 0, \]  
and solutions for \( \zeta \) can be written down explicitly. When the solutions are complex (\( \zeta = \zeta_r + i\zeta_i \)), growing disturbances are possible and the growth rate

\[ \sigma = k\zeta_i \]  
is given by

\[ [2k(1 + k^2 + \delta)\sigma^2 = 4\delta k^2(\mu + \beta) (k^2\mu + \delta) - [k^4\mu + (1 + k^2)\delta + (1 + \delta)\beta]^2 \]  
\[ = 4\delta(\mu + \beta) (\delta\mu - \delta - \beta) \]  
\[ - [k^4\mu + (1 + k^2)\delta + (1 + \delta)\beta - 2\delta(\mu + \beta)]^2. \]  
For fixed \( k, \mu \), the contours of constant growth rate are ellipses in the \( \beta, \delta \) plane whose envelope is the wedge-shaped region

\[ \begin{cases} \beta / \mu + 1 > 0 \\ (\beta / \mu) + (\delta / \mu) - \delta < 0 \end{cases} \]  
agreeing with a result of Pedlosky (1964) that the potential vorticity gradients must have opposite signs in the two layers.

In the limit as \( \delta \to 0 \) (\( \delta \) is small in oceanographic applications) the ellipses of constant growth rate collapse into points allowing a simple representation of the solution. When \( \delta = 0 \), the roots of (9.3) are real, being

\[ \zeta = -(\beta + \delta) / k^2, \]  
representing a barotropic Rossby wave, and

\[ \zeta = (-\beta + k^2\mu) / (1 + k^2), \]  
representing a divergent baroclinic Rossby wave. Growth can only occur when the above two roots almost coincide, and the growth rate is then of order \( \delta^4 \). For given
By (9.7) and (9.8), the curves of constant \( \beta/\bar{u} \) and \( \bar{k}^2 \) in the \( \beta/\bar{u} \), \( s/\bar{u} \) plane are straight lines, so that maximum growth rate can be calculated readily by drawing these lines and then using the expression (9.9) for \( \sigma \). The results of this calculation are shown in Fig. 15. The maximum value of \( \sigma^2 \) in the whole plane is

\[
\sigma_{\text{max}}^2 = \frac{1}{4} \beta \bar{u}^2, 
\]

this being achieved when

\[
k = 0, \ s = \frac{1}{2} \bar{u}, \ \beta = -\frac{1}{2} \bar{u}, \ \bar{c} = \frac{1}{2} \bar{u}. 
\]

In Fig. 15, contours of \( \sigma \) are shown as percentages of \( \sigma_{\text{max}} \).

---

**Fig. 15.** Phase speed \( \bar{c} \), wavenumber \( \bar{k} \) and growth rate \( \sigma \) (expressed as a percentage of \( \sigma_{\text{max}} \)) of the unstable disturbances for a two-layer model in the limit as \( \delta \to 0 \), i.e. as the depth of the lower layer tends to infinity. \( \beta \) is the gradient of the Coriolis parameter along the wave crests, and \( s \) the bottom slope in the same direction. The quantities are made non-dimensional as described in the text.
10. **COMPARISON OF THE TWO-LAYER MODEL WITH THE CONTINUOUSLY STRATIFIED MODEL**

The two-layer model readily gives results for the whole range of parameters \( \beta/\bar{u} \) and \( \delta/\bar{u} \) whereas the continuously stratified model has been solved for only a few point values of these parameters. Thus the two-layer model would be extremely useful if it could give a reasonable estimate of the stability properties for the continuously stratified case. However, the change in properties for the latter case when changes are made in a thin region near the surface indicate that this is not likely to be the case. We will make the comparison for the exponential profile in the case of zero bottom slope (\( \delta = 0 \)) and find that judicious choice of the parameters can lead to good estimates of certain properties of the low wavenumber instability. The agreement, however, relies rather heavily on choosing the parameters to make the results agree, and even when this is done the stability curve obtained is very different from the one obtained for the continuous case.

Take the case \( \delta = 0 \), with the x-axis eastwards and \( \beta \) a fixed positive value. Then (9.5) shows that instability can only occur for westward currents (\( \bar{u} < 0 \)) in agreement with the result for continuous profiles. Furthermore, instability can occur only when \( |\bar{u}| \) is above a threshold value, equal to \( \beta \), i.e. it is necessary (9.1) that

\[
H_{1y}/H_1 > f_y/f.
\]

For a latitude of 30°, this requires the slope of the interface to be more than \( 1.2 \times 10^{-4} \) if \( H_1 = 900 \) m, above \( 0.8 \times 10^{-4} \) if \( H_1 = 600 \) m, and above \( 0.4 \times 10^{-4} \) if \( H_1 = 300 \) m. If we equate \( H_{1y} \) to the slope (\( 0.8 \times 10^{-4} \) at 30° latitude) of the isopycnals in the continuous case, we see that the two-layer model will be stable if we choose \( H_1 = d = 900 \) m, the e-folding scale for the exponential profile. To get instability at all, it is necessary to choose \( H_1 \) less than 600 m. Suppose a choice is made so that

\[
q = -\bar{u}/\beta = 600/H_1 > 1.
\]

Then the small \( \delta \) analysis shows that instability will occur only when \( k \) is within a distance of order \( \delta k^+ \) of the value which simultaneously satisfies (9.7) and (9.8), namely

\[
k = q^{-1}.
\]

The corresponding value of \( \sigma \) given by (9.9) is

\[
\tilde{\beta} = \delta q^+ \left( \frac{\sigma^+ - 1}{\sigma^+ + 1} \right)^{1/4}.
\]

These results show that the wavenumber at which the instability occurs is not very sensitive to the value of \( q \), but the value of \( \sigma \) is.

For quantitative comparison, it is necessary to choose not only \( H_1 \) but the density difference between the layers. One way of doing this is to make the radius of deformation for the two-layer model the same as the radius of deformation, \( a = 56 \) km, for the continuous model, i.e.

\[
g(\rho_2 - \rho_1) H_1 \rho_2(1 + \delta) = (af)^2.
\]

Then the scale for \( k \) is \((1 + \delta)^{-1} a^{-1} \approx 0.017 \text{ km}^{-1} \) and the scale for \( \sigma \) is \((1 + \delta)^{-1} (\beta a)^{-1} \approx 0.10 \text{ days}^{-1} \). To give reasonable growth rates, a value of
$H_1 = \frac{1}{2}d = 450$ m is about right. Then $q = 4/3$ and (10.4) gives a growth rate of about 0-01 days$^{-1}$. Figure 16 shows the complete stability curve calculated from (9.5), i.e. without making the small $\delta$ approximation, for this case.

Thus reasonable values of the growth rate can be obtained, but only by choosing parameters to make it so. Even then, the two-layer model only gives instability over a narrow range of wavenumbers, whereas the continuous model is unstable for a wide range of wavenumbers. The instability which gave the largest growth rates, i.e. the one for the surface trapped mode, cannot be represented by the two-layer model at all. The reason for the inability of the two-layer model to approximate the continuous one is probably because the energy conversion in the former case can only take place at the interface. In the continuous model, the energy conversion took place near the surface, and that is perhaps why a rather small value of $H_1$ was necessary to give a reasonable growth rate. But choosing a small value of $H_1$ means that the disturbance velocity structure will not be well represented and so, among other things, effects of bottom topography will not be well modelled. The values of $s = -10$ and $+10$ in the continuous case correspond to $\delta/\hat{u} = 1$ and $-1$, respectively, in the two-layer model. From Fig. 15, $\delta/\hat{u} = 1$ gives stable solutions while $\delta/\hat{u} = -1$ gives weaker growth and shorter unstable waves. This seems to have little to do with the results (Fig. 8) for the continuous case when $s = -10$ and $s = +10$.

11. DISCUSSION

The observations discussed in Section 1 indicate eddies with wavelengths and periods of the larger eddies given by the baroclinic instability calculations, so it seems reasonable to suppose that the observed eddies are produced by this process. Their source of energy, therefore, is the available potential energy of the large-scale mean circulation, which can be produced (Section 3) by the action of the large-scale mean wind field. In addition, the eddies are strong enough to remove energy from the mean circulation at a rate comparable to the rate at which this energy is supplied by the wind.
This suggests that the strength of the observed eddies is limited by the rate at which energy can be supplied to the ocean by the large-scale wind field.

The baroclinic instability theory also indicates that eddies with smaller horizontal dimensions can be found in the surface layers. These require higher horizontal resolution for their detection, and have shorter periods since their phase velocities are similar to those of the larger eddies. If they contribute to energy transfer at the same rate as the larger eddies, their maximum velocities would be nearly twice as great.

The baroclinic stability properties depend on the large-scale density field of the ocean which is well known for most of the ocean. Our calculations give an indication of what to expect but have been done for only a few cases. It would be worthwhile to carry out such calculations for various parts of the ocean using the observed density structure, so that the properties of the unstable waves in these regions would be known.

The calculations of Section 7 indicate that eddies can remove available potential energy from the mean circulation as fast as it is supplied by the wind. This implies that to model the ocean circulation correctly, account will need to be taken of the eddies in some way, e.g. by using sufficient resolution to incorporate the eddies or by parameterizing their effect in a suitable way (c.f. Green, 1970). Studies of finite amplitude unstable waves (c.f. Pedlosky, 1970) may help in this respect.

Identification of the eddies observationally requires information over a long period of time and with high horizontal resolution, requiring an array of sensors. However, there are certain features which may be detectable using a single mooring with good vertical resolution in the upper layers, with suitable filtering of the signals. As discussed in Section 7, the unstable waves show characteristic phase changes with depth, which may be detectable from velocity measurements only. A more difficult measurement which also can be made from a single mooring is to estimate the rate of energy conversion using (7.2). This requires an estimate of the correlation, at low frequencies, between velocity and density fluctuations, and a knowledge of the mean horizontal density gradient.

The combination of the observational information now available with the estimates of energy transfer rates based on the calculation in this paper shows that mid-ocean eddies can play an important role in the general circulation of the ocean. Future observational and model studies should aim to clarify this role in detail for different parts of the ocean.

REFERENCES


Energy partition in the large-scale ocean circulation and the production of mid-ocean eddies


**APPENDIX**

The relationship between kinetic energy and potential energy for quasi-geostrophic motion

Equation (7.1) gives the expressions for the kinetic energy density (first term on the right-hand side) and the potential energy density (second term on the right-hand side). The horizontal variations of $\psi$ may be expressed as a sum of Fourier components, and the vertical variations as a sum of orthogonal normal modes (c.f. Taylor, 1936). Each term in this double expansion has the form

$$\psi = e^{ikx} \psi_n(x),$$

(A1)

where the normal mode profile $\psi_n(x)$ satisfies the equation

$$\frac{d}{dz} \left( (f^2/N^2) \frac{d\psi_n}{dz} \right) + \psi_n/a_n^2 = 0.$$  

(A2)

The eigenvalue, $a_n$, in this equation is the Rossby radius of deformation for the particular mode in question, and the boundary conditions are

$$d\psi_n/dz = 0 \text{ at } z = 0, -H.$$  

(A3)

The contribution of the term (A1) to the energy density per unit area is obtained by integrating (7.1)
over the depth. The kinetic energy per unit area is thus

\[ \frac{1}{2} \rho \kappa^2 \int_{-H}^{0} \psi_n^2(z) \, dz, \tag{A4} \]

and the potential energy per unit area is

\[ \frac{1}{2} \rho \int_{-H}^{0} \left( f^2 / N^2 \right) \left( d\psi_n / dz \right)^2 \, dz. \]

Multiplying (A2) by \( \psi_n \) and integrating over the depth, using the boundary conditions (A3), shows that the above expression is equal to

\[ \frac{1}{2} \rho \alpha_n^{-2} \int_{-H}^{0} \psi_n^2(z) \, dz. \tag{A5} \]

Comparison of (A4) and (A5) shows that the kinetic energy in wavenumber \( k \) and mode \( n \) is \( (k \alpha_n)^2 \) times the potential energy in the same component.