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Abstract

This paper examines percolation questions in a deterministic setting. In particular, I consider \( \mathcal{R} \), the set of elements of \( \mathbb{Z}^2 \) with greatest common divisor equal to 1, where two sites are connected if they are at distance 1. The main result of the paper proves that the infinite component has an asymptotic density. An “almost everywhere” sieve of J. Friedlander is used to obtain the result.

1 Introduction

One can often gain insight about a deterministic problem by comparing it to a probabilistic model. For example, Hardy and Littlewood [30] made precise conjectures about the existence of twin primes based on the assumption that the prime numbers are generic, i.e., have “pseudo random” properties. Similarly, in [47], the theory of percolation was used to make some precise conjectures about the existence of unbounded walks of bounded step size along Gaussian primes, a question posed by Basil Gordon, see [24] for a survey.

Percolation theory deals with the same question of unbounded walks of bounded step size on a lattice, but in a probabilistic context, see [14] [23] [26]. For example, consider the plane integer lattice \( \{(m,n): m,n \in \mathbb{Z}\} \), and a fixed \( 0 \leq p \leq 1 \). Say that a lattice point (or site) is open with probability \( p \) and closed with probability \( 1 - p \). If these events occur independently for each lattice point, what is the probability that there is an unbounded walk using step size \( k \) or less? The main result of percolation theory discovered by Broadbent and Hammersley in 1957 [10] is that this exhibits phase transition, in other words, there is a \( 0 < p_c < 1 \) for which the probability of an unbounded walk is zero if \( p < p_c \) and one if \( p > p_c \) (this is called the critical point). For this reason, percolation theory has been of great interest in physics, as it is one of the simplest models to exhibit phase transition.

In this paper, I will examine how questions of percolation theory can be posed in a deterministic setting. Thus deterministic percolation is the study of unbounded walks on a single subset of a graph, e.g., defined by number theoretic conditions. This might be of interest in physics and probability theory as it studies percolation in a deterministic setting and in number theory where it can be interpreted as studying the disorder inherent in the natural numbers.

Instead of just providing a conjectural framework for percolation properties of these sets as was done in [47], I would like to show what unconditional results can be obtained so I will focus on

\[
\mathcal{R} = \{(m,n) \in \mathbb{Z}^2 : \gcd(m,n) = 1\},
\]
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where two sites are connected when they are at Euclidean distance 1. This example is more tractable than Gaussian primes yet retains some similar features. Studying the connectivity properties of $\mathcal{R}$ was posed as a problem in [15, p. 109].

The analysis of $\mathcal{R}$ will use sieve methods. This seems quite natural, as sieve methods can be interpreted as an application of probabilistic methods to number theory, for example, the large sieve [6] shows that arithmetic progressions behave like independent random variables. Moreover, as Doron Zeilberger has shown [50], sieve methods like the ones used in this paper can be thought of as special cases of the Lace Expansion which has been used successfully to study percolation problems [11] [29].

The sieve method used here is due to Friedlander [20] and it proves very general “almost everywhere” results. Thus, if $U = U(y)$ is a function increasing to infinity, then the Rosser sieve [36] shows that for every sufficiently large $y$, the interval $[y, y + U]$ always contains a number whose smallest prime factor is $\geq U^{1/2-\varepsilon}$ (Corollary 5.1 below). However, Friedlander’s sieve shows that for almost every $y$, the interval $[y, y + U]$ contains a number all of whose prime factors are $\geq e^{U^{1/3-\varepsilon}}$ (Proposition 5.1 below).

One can look at other examples of deterministic percolation. For example, the generalization of $\mathcal{R}$ to

$$\mathcal{R}_n = \{(a_1, \ldots, a_n) \in \mathbb{Z}^n : \gcd(a_1, \ldots, a_n) = 1\},$$

where two points are connected when they are at Euclidean distance 1. When $n \geq 3$, this is substantially simpler since all elements $(a_1, \ldots, a_n)$ for which $(a_1, \ldots, a_{j-1}, a_{j+1}, \ldots, a_n) \in \mathcal{R}_{n-1}$ lie on the infinite component. Thus the case $\mathcal{R}_2$ is harder since the reduction to $\mathcal{R}_1$ essentially corresponds to primes. Hopefully, the techniques developed here will shed some light on the original question about Gaussian primes which can also be thought of as an analogue of $\mathcal{R}_1$. Sieve techniques for Gaussian primes have been developed by Coleman [12], Fouy and Iwaniec [19], and Friedlander and Iwaniec [22].

Finally, an interesting problem might be to study deterministic percolation for Fuchsian groups, e.g., by using the recent work of Lalley [38].
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2 Problems of deterministic percolation

Consider a graph $\mathcal{G}$ and a subset $\mathcal{V}$ of vertices. A vertex, or site will be open if it belongs to $\mathcal{V}$ and closed, otherwise. Percolation studies the properties shared by “almost all” subsets of $\mathcal{G}$ which have a given density $p$. One should therefore compare the properties of $\mathcal{V}$ with those of a “generic” set of the same density (such questions are investigated for random graphs in [39]). In order to do this one must first answer

Problem 1. Does $\mathcal{V}$ have a probability?

Since one is trying to give analogues of percolation, one needs an analogue of a probability for a deterministic set. In this paper I will use asymptotic density $\delta(\mathcal{V})$ as defined in the next section. As will be seen, calculating the asymptotic density of a finite event can be nontrivial, even in the simplest cases.

Problem 2. Does $\mathcal{V}$ have an infinite connected component?

One might expect there to be an unbounded component if $\delta(\mathcal{V}) > p_c(\mathcal{G})$, where $p_c(\mathcal{G})$ is the critical percolation probability of $\mathcal{G}$, and not otherwise.
Problem 3. How many unbounded components does $\mathcal{V}$ have?

For site and bond percolation in $\mathbb{Z}^n$, it has been shown that, with probability one, there is a unique unbounded component for $p > p_c$ [1] [26]. For other models [38], with probability one, there can be zero, one, or infinitely many infinite components, depending on $p$.

Problem 4. Do the unbounded components of $\mathcal{V}$ have densities?

Percolation theory also predicts that unbounded components have, with probability one, a density, denoted by $\theta(p)$.

Problem 5. In general, let $f(p)$ be a function defined, with probability one, in the random model. Can the corresponding quantity be defined for $\mathcal{V}$? If so, how is it related to $f(\delta(\mathcal{V}))$?

Percolation theory considers other functions related to the cluster distribution. For example, $\chi(p)$, the average size of a connected component ($\chi^f(p)$), the average size of finite components when $p > p_c$), and $\kappa(p)$, the cluster size per vertex. In the Ising model, $\theta$, $\chi$ (or $\chi^f$), and $\kappa$ represent magnetization, susceptibility, and free energy, respectively.

3 Percolation on $\mathcal{R}$

The subject of this section is deterministic percolation for $\mathcal{R}$. Note that $\mathcal{R}$ can be thought of as the points of $\mathbb{Z}^2$ which are visible from the origin. One can thus restate the percolation properties of $\mathcal{R}$ as “Lecture Hall Percolation” (compare with [9]): Consider a classroom with a regular array of tables so students sit only where they can see the teacher. The teacher starts passing out exam booklets to the closest student and each student passes on the booklets to his closest neighbors. What percentage of the class will receive an exam?

To get a feeling for the problem, consider Figures 1 through 4 which depict sites of $\mathbb{Z}^2$, where a disk or radius $1/2$ surrounds each open site, so connected sets of disks correspond to connected components.

Figure 1. Relatively prime pairs near the origin.

Figure 2. Random sites open with probability $6/\pi^2$.

Figure 3. Relatively prime pairs near $(10^{10}, 10^{10})$.

Figure 4. Relatively prime pairs near $(10^{100}, 10^{100})$. 
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In Figures 1, 3, and 4, sites are considered open if they belong to \( \mathcal{R} \). Figure 1 gives all sites \((m, n)\) with \(-50 \leq m, n \leq 50\). Figure 2 represents a \(100 \times 100\) square where sites are randomly open with probability \(6/\pi^2\). In Figure 3, the sites were \((a, b) + (m, n)\) where \((a, b) = (8660313549, 3102586521)\) and \(0 \leq m, n \leq 100\). A similar computation was done in Figure 4, where \(a, b\) were randomly chosen 100 digit numbers

\[
818479887666178685800484385810052015576642831879680779054188168941665435753305557539845797590171065, \\
52586271957941987882204635153757590652369856698348004291249422348890633805215110415985087652598121.
\]

The reader is invited to explain the obvious differences between the random and deterministic models, e.g., show that independence is false for \( \mathcal{R} \).

An interesting feature of the experimental data for \( \mathcal{R} \) is that local properties do not seem to change when increasing the scale. Thus, a \(100 \times 100\) snapshot appears roughly the same whether at distance from the origin \(10^{10}\) or \(10^{100}\). One can explain this phenomenon as follows: Long unbroken lines correspond to numbers with no small prime factors. Very roughly, a number with no prime factors \(< k\) will produce a line with breaks at average spacing \(k\), which is the expected spacing between numbers with no prime factors \( < e^k\). For example, numbers with no prime factors \(< \log^{1+\varepsilon} X\) will most likely produce unbroken lines of length \(> \log^{1+\varepsilon} X\), but the Prime Number Theorem suggests that, on average, consecutive primes are distance \(\log X\) apart, so these intervals will most likely contain a prime number. Since lines corresponding to primes lie on the infinite component, these lines will most likely belong to the infinite component. Moreover, the number of numbers with no prime factors \(> \log^{1+\varepsilon} X\) is about \(X/\log X\), so iterating this process seems to indicate that there is a scale invariance \(X \mapsto e^X\). The lines segments produced by this process seem to form a regular grid and, consistent with the philosophy of de Gennes [14] [23], one observes that the infinite component is a large interconnected mesh with holes. These observations are used in the proof of Theorem 3.4 below and will be the key to the proof that the infinite component has an asymptotic density. Having gained some feeling for the empirical evidence, one now tries to address the problems of deterministic percolation.

**Problem 1. Asymptotic density.**

In the case of \( \mathcal{R} \), the answer to Problem 1 is known: The asymptotic density of \( \mathcal{R} \) is \(1/\zeta(2)\), which is the well known result that the “probability” that two random integers are relatively prime is \(6/\pi^2\). In order to prove this, one needs to define density

**Definition.** The asymptotic density of an event \(P(z)\) occurring in \( \mathcal{R} \) is

\[
\delta(P) = \lim_{R \to \infty} \delta(P, R), \quad \text{where} \quad \delta(P, R) = \frac{|\{z \in \mathcal{R} \cap B(R) : P(z) \text{ holds}\}|}{|B(R)|},
\]

whenever this limit exists. Here \(B(R) = B_0(R) = \{z \in \mathbb{Z}^2 : \|z\| < R\}\), and \(\|(m, n)\| = \max(|m|, |n|)\) gives a square summation. One can also use circular summation, i.e., the usual Euclidean norm \(|z|\) and \(B_{\circ}(R)\) is a disk of radius \(R\). The subtle differences between such choices is well known, e.g., in the theory of multiple trigonometric series [2] [7] and will be discussed below.

The density of \( \mathcal{R} \) is easily computed by the classical estimate [44]

\[
\sum_{|m|, |n| \leq R} 1 = 8 \sum_{d \leq R} \varphi(d) = \frac{24}{\pi^2} R^2 + E(R), \quad E(R) = O(R \log R).
\]
The error term cannot be improved much further as Montgomery has shown that
\[ E(R) = \Omega \left( R \sqrt{\log \log R} \right). \]
However, as noted above, the situation is much different if one uses circular summation: One is then estimating
\[ S(R) = \sum_{m^2 + n^2 \leq R^2 \atop \gcd(m, n) = 1} 1 = \pi R^2 + \Delta(R), \]
and it is easily shown that \( \Delta(R) = O(R) \) using a nontrivial bound on the error term in the Gauss circle problem (the prime number theorem also implies that the error is \( o(R) \)). The error term \( \Delta(R) \) has been studied by Moroz [41] and by Huxley and Nowak [35]. The latter showed, using results of Baker [3] that, assuming the Riemann Hypothesis, \( \Delta(R) = O(R^{3/4 + \varepsilon}) \). It seems that the actual error is \( O(R^{1/2 + \varepsilon}) \) and in analogy with the Gauss circle problem [33] [5], one can ask whether \( \Delta(R)/R^{1/2} \) has a limiting (logarithmic) distribution (this would require very strong assumptions as in [42])

Continuing with the analysis of \( \mathcal{R} \), it is also true that any finite configuration in \( \mathcal{R} \) has a density. In other words, let \( \Omega \) a finite subset of \( \mathbb{Z}^2 \) which contains the origin and define \( \delta(\Omega) \) to be the asymptotic density of \( \Omega \) in the sense that \( \Omega(z) \) is true if and only if \( z + \Omega \subset \mathcal{R} \).

**Theorem 3.1.** Let \( \Omega \) be a finite subset of \( \mathbb{Z}^2 \), then \( \delta(\Omega) \) exists.

This result is more subtle than expected and a direct approach to compute \( \delta(\Omega) \) fails (I would like to thank G. Tenenbaum for explaining this point to me). For example, let \( \Omega = \{(0,0),(1,1),(2,2)\} \), then one is counting
\[ S(\Omega) = \sum_{\|(m,n)\| \leq R \atop \gcd(m+j,n+j) = 1, j=0,1,2} 1. \]
The direct approach uses the identity
\[ \sum_{d|n} \mu(d) = \begin{cases} 1, & \text{if } n = 1, \\ 0, & \text{if } n > 1, \end{cases} \]
where \( \mu(d) \) is the Möbius function and this gives rise to terms of the form
\[ \sum_{d_1, d_2, d_3 \leq R} \mu(d_1) \mu(d_2) \mu(d_3) \left( \frac{R}{d_1 d_2 d_3} + O(1) \right)^2. \]
The term corresponding to \( O(1)^3 \) will be of order \( R^3 \) and no known estimates will be able to reduce this to \( o(R^2) \). However, one can still hope that such a bound exists and this leads to

**Conjecture 1.** If \( \Omega \) is a finite set containing the origin, then
\[ \delta(\Omega) = \prod_{p \text{ prime}} \left( \frac{p^n - |\Omega \mod p|}{p^n} \right). \]

This is an analogue of the Hardy–Littlewood conjectures for prime \( k \)-tuplets [30]. The conjecture states that the global density should be a product of the local densities for each prime. A similar result was proved by Hafner, Sarnak, and McCurley [27] in which the density of relatively prime values of polynomials is computed.
Problems 2 and 3. Existence and uniqueness of the infinite component

Existence is trivial since the line \( \{(m,1) : m = 1, 2, 3, \ldots \} \) lies in \( \mathcal{R} \). Comparing \( \mathcal{R} \) to the random model, one sees that an unbounded component should exist since \( \frac{6}{\pi^2} > 0.5927 \), the conjectured approximation to \( p_c(\mathbb{Z}^2) \) \([51]\) (the best rigorous bounds are are \( 0.556 < p_c(2) < 0.679492 \) of \([4]\) and \([49]\), respectively).

Problem 3. This has an elementary answer consistent with the probabilistic model:

**Proposition 3.1.** \( \mathcal{R} \) has a unique infinite component.

**Proof:** Call \( C_1 \) the infinite component containing the line \( \{(m,1) : 1 \leq m < \infty \} \). Then for each prime \( p \), the vertical line \( \{(p,n) : 1 \leq n \leq p - 1 \} \) is in \( C_1 \). Thus, a large connected component in the region \( \{(m,n) : m > n \} \) will eventually have to cross one of these lines, and therefore belong to \( C_1 \). By symmetry, the same holds true for the other 7 lines \( \{\pm 1, \pm k \} \), \( \{\pm k, \pm 1 \} \). Finally, these lines are all joined together, either at \( (\pm 1, \pm 1) \) or by passing through \( (\pm 1, 0) \) and \( (0, \pm 1) \), where, by definition, \( \gcd(1,0) = 1 \). \( \square \)

Problem 4. The asymptotic density of the infinite component.

This is the main question of this paper and I prove

**Theorem 3.2.** The infinite component of \( \mathcal{R} \) has an asymptotic density.

Let \( \theta = \theta(\mathcal{R}) \) be the asymptotic density of the infinite component, i.e., \( \theta = \delta(C_{\infty}) \), where \( C_{\infty}(z) \) is true if and only if \( z \) lies on the infinite component, which, by abuse of notation, will also be denoted by \( C_{\infty} \). The value of \( \theta \) can examined experimentally and preliminary computations seem to indicate that \( \theta/p(\mathcal{R}_2) \approx 0.96 \pm 0.01 \), i.e., about 96% of open sites lie on the unbounded component. In fact, I will prove

**Theorem 3.3.** The asymptotic density of the infinite component of \( \mathcal{R} \) is not zero.

Both these theorems are quite subtle and follow from

**Theorem 3.4.** Let \( f(R) \) be any function increasing to infinity then, except for a set of zero asymptotic density, every \( (m,n) \in B(R) \) is surrounded by a rectangle of perimeter \( < f(R) \) all of whose edges are contained in \( C_{\infty} \).

As noted above, this result is consistent with de Gennes’ philosophy that the infinite component consists of a mesh with small holes \([14]\) \([23]\). Theorem 3.4 suggests that a stronger result is true, namely if one defines \( \text{rect}(m,n) \) to be the perimeter of the smallest rectangle containing \( (m,n) \) all of whose edges are in \( C_{\infty} \), then \( \text{rect}(m,n) \) should have a limiting distribution.

An examination of the proof of Theorem 3.2 (Section 8) reveals that it works with \( f(R) \) in Theorem 3.4 replaced by \( (\log R)^{1/2-\epsilon} \), so Theorem 3.2 follows from the weaker result of Lemma 7.3 below. It should be noted that one can similarly show that the infinite component of \( \mathcal{R}_n \) has an asymptotic density for \( n \geq 3 \), and it is trivially nonzero since it is \( \geq 6/\pi^2 \) in these cases.

One can easily give an upper bound \( \theta < 6/\pi^2 \). Thus, consider \( \gamma(z) \) to be true if \( z \equiv (4,15) \pmod{30} \), then \( z \) is isolated if \( \gamma(z) \) and \( z \in \mathcal{R} \) are both true. Since

\[
\sum_{\|\{m,n\}\| \leq R, \gamma(z), (m,n)=1} \mu(d) \sum_{d \leq R, d \mid \|m,n\|} 1 + O(R)
\]
one gets
\[ \delta(\gamma) = \frac{1}{36} \prod_{p > 5} \left( 1 - \frac{1}{p^2} \right) = \frac{6}{\pi^2} \prod_{p \leq 5} \frac{1}{p^2 - 1}. \]
so
\[ \theta \leq \frac{6}{\pi^2} - 4\delta(\gamma) = \left( 1 - \frac{1}{144} \right) \frac{6}{\pi^2} = 0.99305 \frac{6}{\pi^2}. \]

More generally, define an animal \( \alpha \) to be a connected set containing the origin and \( \alpha(z) \) is true if \( z + \omega \in \mathcal{R} \) for every \( \omega \in \alpha \), but \( z + \omega \notin \mathcal{R} \) if \( \omega \in \partial \alpha \) (a site is in \( \partial \alpha \) if it is connected to \( \alpha \) but not in \( \alpha \)). It should be noted that this definition of animal is not translation invariant, see [8] for general results on animals. The inclusion–exclusion principle implies that

\[ \delta(\alpha) = \sum_{s \subseteq \partial \alpha} (-1)^n \delta(\alpha \cup s), \]

where each \( \delta(\alpha \cup s) \) on the right represent an ordinary density of a configuration. It follows that the density of animals exists and moreover, Lemma 8.4 below shows that

\[ \theta = \frac{6}{\pi^2} - \sum_{\alpha} \delta(\alpha). \]

One can therefore try to estimate \( \theta \) by computing \( \delta(\alpha) \) in small cases. As noted above, this is does not seem possible using current methods. However, if one accepts Conjecture 1, then one has

\[ \alpha_1 = \zeta_4(2) - 4 \zeta_2(2) + 8 \zeta_3(2) - \zeta_5(2) - \zeta_6(2) = 0.110235396 \ldots, \]

\[ \alpha_2 = 4 \zeta_2(2) - 32 \zeta_3(2) + \frac{62}{9} \zeta_4(2) + 36 \zeta_5(2) - \frac{16}{3} \zeta_6(2) = 0.013019993 \ldots, \]

where \( \alpha_1 \) and \( \alpha_2 \) are the densities of elements in \( \mathcal{R} \) belonging to animals of size 1 and 2 respectively, and

\[ \zeta_m(s) = \prod_{p \text{ prime}} \left( 1 - \frac{m}{p^s} \right), \quad \zeta_m^\times(s) = \prod_{p \text{ prime}} \left( 1 - \frac{m}{p^s} \right). \]

Conjecture 1 therefore implies

\[ \theta < 24 \zeta_4(2) - \frac{57}{5} \zeta_4^\times(2) - 35 \zeta_5(2) + \frac{16}{3} \zeta_6(2) \approx 0.9797253010901 \frac{6}{\pi^2}. \]

Note that the functions \( \zeta_m(s) \) do not have an analytic continuation if \( m > 1 \) since a result of Estermann [16] states that for a polynomial \( f(x) \), the Euler product \( \zeta(s, f(x)) = \prod_p f(p^{-s}) \) has an analytic continuation to the complex plane only if \( f(x) \) is a product of cyclotomic polynomials. However, one can easily these numerically using the formula

\[ \zeta(s, f(x)) = \prod_{p \leq m} f(1/p^s) \prod_{\ell = 1}^\infty \left[ \zeta(\ell s) \prod_{p \leq m} \left( 1 - \frac{1}{p^d} \right) \right]^{1/\zeta(d) \cdot a_d \cdot \zeta(d)}, \]

where \( \log f(x) = \sum_{k=1}^\infty a_k x^k \), see [18] [46].
Problem 5. Functions of percolation

The evaluation of \( \theta \) indicates that other functions might also have deterministic analogues. One therefore defines

\[
\kappa(\mathcal{R}) = \lim_{R \to \infty} \frac{\text{Number of connected components in } B(R)}{|B(R)|},
\]

\[
\chi^f(\mathcal{R}) = \lim_{R \to \infty} \frac{1}{|B(R)|} \sum_{\|z\| \leq R} |C(z)|,
\]

if these limits exist, where \( C(z) \) represents the connected component containing \( z \). Since the sum for \( \kappa(\mathcal{R}) \) has better convergence properties than \( \theta(\mathcal{R}) \), the methods used to prove Theorem 3.2 also show that this exists. However, the existence of \( \chi^f(\mathcal{R}) \) is left as an open problem.

A problem related to percolation is computing the asymptotics of the largest \( \mathcal{R} \)-free square. This question is a generalization the Cramer conjecture [13] which states that the largest prime gap \( \leq R \) should tend to \((\log R)^2\) (though this is now believed to inaccurately model the primes [25]). One can compare results for the random and deterministic models.

**Proposition 3.2.** Let \( F_p(R) \) be the area of the largest closed square inside \( B(R) \), where sites are open with probability \( p \), then, with probability 1,

\[
\lim_{R \to \infty} \frac{F_p(R)}{\log R} = \frac{-2}{\log(1 - p)}.
\]

**Proposition 3.3.** Let \( F(R) \) be the area of the largest \( \mathcal{R} \)-free square in \( B(R) \), then

\[
\frac{\log R}{(\log \log R)^2} \gg \frac{F(R)}{\log R} \gg \frac{1}{\log \log R}.
\]

4 Finite configurations have a density

This section is devoted to the proof of Theorem 3.1. I will prove this by showing that the asymptotic density of a configuration is the limit of its density modulo a product of initial sets of primes. The idea is that \( \mathbb{Z}^2 \) is approximated by \( \mathbb{Z}^2 \mod \prod_{p \leq X} p \) and, using an idea from ordinary percolation [26], one can think of some events as being monotonic.

**Definition.** Two integers \( m, n \) are relatively prime modulo \( h \) if \( \gcd(m, n, h) = 1 \). Furthermore, let

\[
\delta_h(\Omega, R) = \frac{|\{(m, n) \in B(R) : \Omega_h(m, n)\}|}{B(R)}
\]

where \( \Omega_h(m, n) \) means that \( \Omega(m, n) \) holds as well as \( (m, n, h) = 1 \).

**Lemma 4.1.** \( \delta_h(\Omega) = \lim_{R \to \infty} \delta_h(\Omega, R) \) exists (and will be called the density of \( \Omega \) modulo \( h \)).

**Proof:** This follows from the fact that this relative primality is periodic modulo \( h \) and so \( B(h) \) tiles the plane. \( \square \)
The next step is to consider a product of an initial set of primes \( P(X) = \prod_{p \leq X} p \) and let \( h = P(X) \). Thus the pairs relatively prime modulo \( P(X) \) will be an approximation to \( \mathcal{R} \). The main result thus follows from

**Lemma 4.2.** If \( Y > X \) and \( X \to \infty \), then \( \delta_{P(Y)}(\Omega, P(Y)) = \delta_{P(X)}(\Omega, P(X)) + O(\left| \Omega \right| /X). \)

**Lemma 4.3.** If both \( X \to \infty \) and \( R/P(X) \to \infty \), then

\[
\delta(\Omega, R) = \delta_{P(X)}(\Omega, P(X)) + O(\left| \Omega \right| /X + RP(X)/|B(R)|).
\]

If these results are true, then one can take an increasing sequence of \( X_j \)'s such that \( \sum 1/X_j < \infty \), so that Lemma 4.2 shows that \( \delta_{P(X_j)}(\Omega, P(X_j)) \) approaches a limit. Lemma 4.3 then implies that this limit equals the limit of \( \delta(\Omega, R) \) as \( R \to \infty \). This proves Theorem 3.1.

**Proof of Lemma 4.2:** Let \( Y > X \), then \( P(Y)/P(Y) \) and \( B(P(X)) \) exactly tiles \( B(P(Y)) \). Now consider \( z \in B(P(Y)) \) for which \( \Omega_{P(Y)}(z) \) is true. Then \( \Omega_{P(X)}(z \mod P(X)) \) is true except if the distance of \( z \mod B(P(X)) \) from the boundary of \( B(P(X)) \) is less than \( |\Omega| \).

Conversely, if \( \Omega_{P(Y)}(z) \) is false, then \( \Omega_{P(X)}(z \mod B(P(X))) \) could be true if \( d|z + \alpha \) where \( d \) is divisible only by primes \( > X \). It follows that

\[
\sum_{z \in B(P(Y)) \atop \Omega_{P(Y)}(z)} 1 = \frac{|B(P(Y))|}{|B(P(X))|} \left[ \sum_{z \in B(P(X)) \atop \Omega_{P(X)}(z)} 1 + O\left( |\Omega| \sqrt{|B(P(X))|} \right) \right] + O\left( |B(P(Y))| |\Omega| \sum_{d > X} \frac{1}{d^2} \right).
\]

Dividing this by \( |B(P(Y))| \) gives the result. □

**Proof of Lemma 4.3.** Let \( R > P(X) \), where \( R/P(X) \) is large. Let \( z \in B(R) \), then if \( \Omega(z) \) is true, then \( \Omega_{P(X)}(z \mod P(X)) \) is true unless \( z \mod P(X) \) is close to the boundary of \( B(P(X)) \).

Conversely, if \( \Omega(z) \) is false, then \( \Omega_{P(X)}(z \mod B(P(X))) \) could be true if \( d|z + \alpha \) where \( d \) is divisible only by primes \( > X \). One gets a similar estimate as in the above, except that the tiling of \( B(R) \) by \( B(P(X)) \) is no longer exact and there is an extra factor of size \( O(R |B(P(X))|) \). Thus

\[
\sum_{z \in B(R) \atop \Omega(z)} 1 = \frac{|B(R)|}{|B(P(X))|} \left[ \sum_{z \in B(P(X)) \atop \Omega_{P(X)}(z)} 1 + O\left( |\Omega| \sqrt{|B(P(X))|} \right) \right] + O\left( |B(R)| |\Omega| \sum_{d > X} \frac{1}{d^2} \right) + O(R P(X)) .
\]

The result follows upon dividing by \( |B(R)| \). □

5 Sieve methods

The sieve methods used here are due to Friedlander [20] who used them to show that for any fixed \( E > 5 \), almost every interval \([y, y + \log^E y]\) contains a number with at most 4 prime factors. The term “almost every” means that the measure of \( y \leq X \) for which this fails to hold is \( o(X) \). Such results were first obtained by A. Selberg [43] who showed that, assuming the Riemann Hypothesis, for any function \( f(n) \to \infty \), almost every interval \([y, y + f(y) \log^2 y]\) contains a prime. Heath–Brown [32] later showed that the further assumption of Montgomery’s pair correlation conjectured implied the similar result with \( \log y \) replacing \( \log^2 y \), and this is
in some sense optimal. Unconditional results were proved by various authors and the result used here is due
to N. Watt [48] and shows that almost every interval of length $y^{1/14 + \varepsilon}$ contains a prime, An
unconditional result of Heath–Brown and Iwaniec [34] states that every interval of length $y^{11/20}$ contains a prime (this has
subsequently been improved, see [48]).

In [21], Friedlander improved his methods and showed that almost every interval $[y, y + f(y) \log y]$ contains
a number with at most 21 prime factors. This is a much more accurate result, as the optimal interval length is $f(y) \log y / (\log \log y)^{21}$.

There are other techniques to prove such results and Harman [31] has shown that almost every interval
$[y, y + \log^7 y]$ contained a number with exactly two prime factors. Unlike Friedlander’s papers, this does not
seem to yield techniques that are directly applicable to the problems of this paper.

I will closely follow Friedlander’s paper which starts with a modified form of Rosser’s sieve [36] (see also
[28, Chapter 8]). As usual [28] consider an interval $A$ and let $S(A, Z)$ be the set of element of $A$ which are
not divisible by any prime $p < Z$. In this case $A$ will be the interval $[y, y + U]$.

**Theorem 5.1.** (Friedlander) Let $2 \leq Z \leq D$. There exists a function $f(u)$ which is positive for $u > 2$, and
a sequence $\lambda_d$ of real numbers, this sequence depending on $D$ and $Z$, and satisfying $|\lambda_d| \leq 1$, such that

$$S(A, Z) > \frac{U}{\log Z} \left( f \left( \frac{\log D}{\log Z} \right) + O(\log^{-1/3} D) \right) - |R_y(D)|,$$

where

$$R_y(D) = \sum_{d < D} \lambda_d r_y(d), \quad r_y(d) = \psi \left( \frac{y}{d} \right) - \psi \left( \frac{y + U}{d} \right), \quad \psi(t) = t - \lfloor t \rfloor - \frac{1}{2}.$$

The following is the best “everywhere” result available using the Rosser sieve.

**Corollary 5.1.** For any $\varepsilon > 0$, there exists a constants $E$ such that for all sufficiently large $k$ and $X$, every
interval $[y, y + U]$ contains at least $E U/ \log U$ numbers all of whose prime divisors are greater than $U^{1/2 - \varepsilon}$,

This result follows by letting $U = D^{1 + \delta} = Z^{2 + 3\delta}$ in Theorem 5.1, where $\delta > 0$ and the trivial bound $|R_y(D)| \leq 2D$ is used. Theorem 5.1 formulates the error term $R_y(D)$ in analytic form which allows one to
average the error as $y$ varies over an interval $[X/2, X]$.

**Theorem 5.2.** (Friedlander) Let $4 \leq D^2 \leq V/2 \leq X/(2 \log D)$, where $V = y/U$, then

$$\frac{1}{X} \int_{X/2}^X |R_y(D)| dy \ll U^{1/2} (\log D)^{3/2} + (\log D)^2.$$

**Remark.** One can improve this result slightly by using Friedlander’s second paper [21]. This would result
in replacing the $U^{1/2} (\log D)^{3/2}$ term in (3) with $U (\log Z)^{1/2}$, under the conditions $D^2 (\log D)^7 \leq V \leq X$
and $Z^{11} \leq D$. The exponent in Proposition 5.1 below would be improved from $1/5$ to $1/3$ (the true exponent
seems to be $1$).

The proof of Theorem 5.2 follows exactly as in the paper of Friedlander [20] except that the $\log D$ term is
everywhere substituted for $\log X$, written as $L$ in [20]. An examination of Friedlander’s proof reveals that
this substitution is valid at each step of his argument. Friedlander used this result to prove
Theorem 5.3 (Friedlander) For any $A > 5$, there is a constant $c$ such that almost every interval $[y, y + (\log y)^A]$ contains at least $c(\log y)^{A-1}$ numbers $x$ such that $P_-(x) > x^{1/4-\varepsilon}$, where $P_-(x)$ is the smallest prime factor of $x$ (so $x$ has at most 4 prime factors).

This result will be generalized to arbitrary interval lengths of small size.

**Proposition 5.1.** Let $g(R)$ be an unbounded increasing function such that $g(R) < (\log R)^5$. Given any fixed $\varepsilon > 0$, then for all $y < R$, except for a set of measure $O(R[g(R)]^{-\varepsilon/2})$, the interval $[y, y + g(R)]$, contains an $x$ with $P_-(x) > \exp((\log R)^{1/5-\varepsilon})$.

**Proof:** One takes a large $T$ and has to show that almost all $y \leq T$ have an $x \in [y, y + g(R)]$ with $P_-(x) > \exp((\log R)^{1/5-\varepsilon})$. Using the above notation, one writes $U = g(R)$ and in order to get the result of Proposition 5.1, one must choose $Z = e^{U^{1/5-\varepsilon}}$. Also, in order to have $f((\log D)/(\log Z)) > 0$, one takes $D = Z^{2+\varepsilon}$.

Since $U \to \infty$, assume that $y > T/U$ and divide the interval $[T/U, T]$ into disjoint subintervals of the form $(X, 2X]$. Taking $V = X/U$ and applying Theorem 5.1 gives a lower bound

$$S(A, Z) > U^{4/5+\varepsilon} \left\{ f(2+\varepsilon') + O((\log D)^{-1/3}) \right\} - |R_y(D)|,$$

so the main term has order $U^{4/5+\varepsilon}$. Now consider $G \subset (X, 2X]$ given as the set of $y$’s for which $|R_y(D)| > U^{4/5-\varepsilon}$. It follows that

$$\int_X^{2X} |R_y(D)| dy > |G| U^{4/5-\varepsilon}.$$

Since $U < (\log X)^5$, one has $Z < e^{(\log X)^{1-\varepsilon}}$ and so

$$D^2 < e^{3(\log X)^{1-\varepsilon}} \leq \frac{X}{2(\log X)^5} \leq \frac{X}{2U} = \frac{V}{2},$$

for all sufficiently large $X$. Also, since $D = \exp((2+\varepsilon)U^{1/5-\varepsilon})$, one has $U = C_1(\log X)^{5+\varepsilon'} D$ for some constants $C_1, \varepsilon'$, so

$$\frac{V}{2} = \frac{X}{2U} \leq C_1 \frac{X}{(\log D)^5} \leq \frac{X}{2\log D},$$

for all sufficiently large $X$. The conditions of Theorem 5.2 are therefore satisfied, and applying it gives

$$\int_X^{2X} |R_y(D)| dy \ll X (U^{1/2}(\log D)^{3/2} + (\log D)^2) \ll X U^{4/5-3/2\varepsilon}$$

It follows that

$$|G| \ll X U^{-\varepsilon/2} = o(R),$$

i.e., the proportion of exceptional $y$’s goes to zero. Thus almost all $y \in (X/2, X]$ have $|R_y(D)| < U^{4/5-\varepsilon}$ and this is dominated by the main term $U^{4/5+\varepsilon}$ of (3), so $S(A, Z)$ is nonzero for almost all such $y$. Taking the union of the intervals gives the result. □

### 6 $R$–free squares

Before embarking on the rather daunting task of proving Theorem 3.4, I will do a “warmup” consisting of proving Propositions 3.2 and 3.3.
Proof of Proposition 3.2: (a) \( \limsup F_p(R)/\log R \leq -2/\log(1 - p) \): Let \( c > -2/\log(1 - p) \), and at each site \((m, n)\) in \( B(R) \), consider a square of area \( c \log \|(m, n)\| \) and with lower left hand corner at \((m, n)\). The probability that all sites in the square are closed is \((1 - p)^{c \log \|(m, n)\|} < \|(m, n)\|^{-2\varepsilon} \), where \( \varepsilon > 0 \). Summing over all sites in \( \mathbb{Z}^2 \) gives
\[
\sum_{\{(m, n) \in \mathbb{Z}^2 : \|(m, n)\| > 2\}} \frac{1}{\|(m, n)\|^{2+\varepsilon}},
\]
which converges. The Borel-Cantelli Lemma [17] shows that the probability of infinitely many such squares being closed is zero.

(b) \( \liminf F_p(R)/\log R \geq -2/\log(1 - p) \): Let \( c < -2/\log(1 - p) \) and for each site \((m, n)\) with \( \|(m, n)\| > 2 \), consider a square of area \( c \log \|(m, n)\| \) with bottom left hand corner at \([m, n](\log \|(m, n)\|)^2 \). As in part (a), it follows that each square has a probability \( \gg \|(m, n)\|^{-2\varepsilon} \) of being closed. Moreover, all these events are independent so the result follows from the Borel Cantelli Lemma and the divergence of
\[
\sum_{\{(m, n) \in \mathbb{Z}^2 : \|(m, n)\| > 2\}} \frac{\left(\log \|(m, n)\|\right)^2}{\|(m, n)\|^{2+\varepsilon}}. \square
\]

Proof of Proposition 3.3: (a) Lower bound: Consider an integer \( k \), and the first \( k^2 \) primes \( q_1, \ldots, q_{k^2} \). By the Chinese Remainder Theorem, the following congruences have solutions \( m, n \leq \prod_{i=1}^{k^2} q_i \),
\[
m \equiv -i \pmod{\prod_{j=1}^{k} q_j + j}, \quad n \equiv -j \pmod{\prod_{j=1}^{k} q_j + j},
\]
so \( \gcd(m + i, n + j) > 0 \), for \( 1 \leq i, j \leq k \). The prime number theorem gives \( k^{2(1+\varepsilon)}k^2 > \|(m, n)\| > k^{2(1-\varepsilon)}k^2 \), which yields the estimate \( k^2 > (1 - \varepsilon'') \frac{1}{\log R / \log \log R} \) (one can improve the \( 1/2 \) term to \( \pi^2/12 \).

(b) Upper bound: Assume that there is an \( R \)-free square \( \{(m + i, n + j) : 1 \leq i, j \leq k\} \). By Corollary 5.1, there are \( x_1, \ldots, x_{\ell} \in [m + 1, m + k] \) for which \( P_\pm(x_i) > k^{1/2-\varepsilon} \), and such that \( \ell \gg k/\log k \). Write \( x_i = \prod_{j=1}^{r_i} q_i^{e_{ij}} \). One notes that if \( q \) is a prime, then the number of integers in a set \( S \) which are relatively prime to \( q \) is \( \geq \min\{|S|(1 - 1/q), |S| - 1\} \). The asymptotic relation
\[
\sum_{q \text{ prime}}^{k^{1/2-\varepsilon} < q \leq k} \frac{1}{q} \sim -\log(1/2 - \varepsilon) < 1.
\]
thus implies that the number of integers in \([m + 1, m + k]\) relatively prime to \( x_i \), is \( \gg (1 + \log(1/2 - \varepsilon)) k - \{j \leq r_i : q_i j > k\} \), and so each \( r_i > (1 + \log(1/2 - 2\varepsilon)) k \). One further notes that \( \gcd(x_i, x_j) \leq k \) for \( i \neq j \), so that \( x_i \) and \( x_j \) can share at most 2 distinct prime factors. This implies that the number of distinct \( q_{ij} \)'s is \( \gg k^2/\log k \). The prime number theorem gives
\[
\prod_{i=1}^{\ell} x_i \gg \prod_{y < q \leq D k^2} q = e^{D k^2 - k^{1/2-\varepsilon} + o(1)},
\]
for some constant \( D \), and so \( \log x_i \gg k \log k \) for all \( i \). This therefore gives \( \log R \gg k \log k \) and the result follows since \( \log k \) is of order \( \log \log R \). \( \square \)
The structure of the infinite component

In this section, I prove Theorem 3.4. One begins identifying some subsets of the infinite component.

Lemma 7.1. The following sets are in $C_\infty$

1. $\{(m, n) : m > 0\}$.
2. $\{(p, n) : p > n\}$, $p$ prime.
3. $\{(m, q) : q < m < (q/2)^{20/11}, q \not|m\}$, $q$ prime.

Proof: The first two results were proved above. The third follows from the unconditional result of Heath–Brown and Iwaniec [34] which states that every interval of length $y^{11/20}$ contains a prime (this has subsequently been improved, see [48]). Thus, if $q \not|m$, then since $q > 2m^{11/20}$, one of the intervals $[m + m^{11/20}, m]$ has none of its elements divisible by $q$ and the corresponding line segment lies completely in $\mathcal{R}$. By the result of Heath–Brown and Iwaniec, this line segment will cross a line $\{(p, n)\}$, where $p$ is prime, and by (2), this is in $C_\infty$, so $(m, q)$ is also in $C_\infty$. □

One proceeds by proving an initial version of Theorem 3.4.

Lemma 7.2. All but $O(R^2/\log R)$ pairs of $B(R)$ are surrounded by a rectangle of perimeter $O((\log R)^7)$ all of whose edges are contained in $C_\infty$.

Proof: Consider the set

$$S_0 = \{(m, n) \in B(R) : \exists n', P_-(n') > R^{1/5}, (\log R)^7 + n > n' > n, \text{ minimal}, (d, n') = 1 \text{ if } |d - m| < R^{1/13}, \exists p \in [m - R^{1/13}, m + R^{1/13}]\}.$$ 

By Watt’s result that almost every interval of length $y^{1/14+\varepsilon}$ contains a prime,

$$E_{0,1} = \{(m, n) \in B(R) : [m - R^{1/13}, m + R^{1/13}] \text{ has no primes}\}$$

has density zero. In fact, his result shows that $|E_{0,1}| \ll R^2/(\log R)^2$, since substituting $E = 3$ in Theorem 1 of [48] already gives this estimate for intervals of length $R^{1/14}(\log R)^{22}$.

Next, if

$$E_{0,2} = \{(m, n) \in B(R) : P_-(n') \leq R^{1/5}, \text{ for all } (\log R)^7 + n > n' > n\},$$

then $|E_{1,2}| \ll R^2/\log R$. This bound follows by an argument similar to the proof of Proposition 5.1: Partition $[R^{1/2}, R]$ into intervals of the form $[X, 2X]$ and in each of these intervals, let $U = (\log X)^7, D = V^{1/2}, 2$, and for a fixed $1/10 > \varepsilon > 0$, let $Z = D^{1/2-\varepsilon}$. The main term in equation (2) of Theorem 5.1 is then $\gg (\log X)^6$ while Theorem 5.2 gives

$$\frac{1}{X} \int_X^{2X} |R_y(D)|dy \ll (\log X)^5.$$ 

Therefore $G$ defined as the set of $y \in (X, 2X]$ for which $|R_y(D)| \gg (\log X)^6$ satisfies $|G| \ll X/\log X$.

Finally, one considers

$$E_{0,3} = \{(m, n) \in B(R) : P_-(n') > R^{1/5}, (\log R)^7 + n > n' > n, \text{ minimal } \exists d \ |d - m| < R^{1/13}, (d, n') > 1\}.$$ 

But if $P_-(n') > R^{1/5}$, then

$$|E_{0,3}| \ll R(\log R)^7 \sum_{P_-(n') > R^{1/5}} 1 \ll R^{1 + 1/13}(\log R)^7 R \sum_{p | n'} \frac{R}{p} \ll R^{2 + 1/13 - 1/5}(\log R)^7 \ll \frac{R^2}{\log R}.$$
Since $B(R) - S_0 \subset E_{0,1} \cup E_{0,2} \cup E_{0,3}$, it follows that $|B(R) - S_0| \ll R^2 / \log R$, and so $S_0$ represents almost all points of $B(R)$.

An examination of the definition of $S_0$ shows that for every $(m, n) \in S_0$ there is an unbroken horizontal line segment $L_{0,1}(m, n) \subset C_\infty$ of length $R^{1/13}$, centered at $(m, n)$ and which passes above $(m, n)$ within distance $O((\log R)^7)$, and which crosses a vertical line $\{(p, n)\}$, where $p$ is prime. By Lemma 7.1 (2), this vertical line is in $C_\infty$, so it follows that $L_{0,1}(m, n)$ is also in $C_\infty$.

Replacing the condition $n' > n$ with $n' < n$ yields the similar result with a line segment $L_{0,2}(m, n)$, passing below $(m, n)$. To construct the corresponding vertical line segments $L_{0,3}(m, n)$, $L_{0,4}(m, n)$, one must include the condition that $m, n \gg R^{11/20}$ in order to apply part 3 of Lemma 7.1. The result then follows. □

The next iteration already contains most of the ideas of the general procedure and is included in order to give a self-contained proof of Theorem 3.3.

**Lemma 7.3.** All but $O(R^2 / (\log \log R)^3)$ pairs of $B(R)$ are surrounded by a rectangle of perimeter $O((\log \log R)^{36})$ all of whose edges are contained in $C_\infty$.

**Proof:** Consider the set

$$S_1 = \{(m, n) \in B(R) : \exists m' \ P_-(m') > (\log R)^{42}, (\log \log R)^{36} + m > m' > m \text{ minimal},$$

$$(m', d) = 1, |d - n| < (\log R)^{40}\}.$$

Now let

$$E_{1,1} = \{(m, n) \in B(R) : P_-(m') < (\log R)^{42}, \text{ for all } (\log \log R)^{36} + m > m' > m\}.$$

By Proposition 5.1, for almost all $y$, $[y, y + (\log \log R)^{36}]$ contains an integer $x$ with $P_-(x) > \exp((\log \log R)^{36(1/5 - \varepsilon)})$, and this is $>(\log R)^{42}$ for all sufficiently large $R$. The error term of Proposition 5.1 gives

$$|E_{1,1}| \ll \frac{R^2}{(\log \log R)^{96/2}} = \frac{R^2}{(\log \log R)^3},$$

by letting $\varepsilon = 1/6$. Next, one considers

$$E_{1,2} = \{(m, n) \in B(R) : P_-(m') > (\log R)^{42}, (\log \log R)^{36} + m > m' > m \text{ minimal},$$

$$\exists d |d - n| < (\log R)^{40}, (m', d) > 1\}.$$

As before, one gets

$$|E_{1,2}| \ll R(\log \log R)^{36} \sum_{P_-(m') > (\log R)^{42}} \frac{1}{|d - n| < (\log R)^{40}, (m', d) > 1} \leq R(\log \log R)^{36} (\log R)^{40} \sum_{p|m'} \frac{R}{p} \ll \frac{R^2 (\log \log R)^{37}}{(\log R)^2},$$

$$\ll \frac{R^2}{\log R},$$

for all sufficiently large $R$. This last estimate used the fact that if $P_-(m') > (\log R)^{42}$ and $m' < R$, then $m'$ can have at most $O(\log R / \log \log R)$ prime factors.
It follows that \( S_1 \) consists of almost all elements of \( B(R) \). The definition of \( S_1 \) then shows that for almost all \( (m, n) \in B(R) \), there is a line segment \( L_{1,1}(m, n) \subset R \) of length at least \( (\log R)^4 \), centered at \( (m, n) \) and which passes by \( (m, n) \) at distance \( O((\log \log R)^3) \).

One now observes that \( S_0 \cap S_1 \) also comprises almost all elements of \( B(R) \). The definition of \( S_0 \) implies that for almost all \( (m, n) \), the line segment \( L_{1,1}(m, n) \) intersects a rectangle of perimeter \( O((\log R)^7) \) whose edges lie in \( C_\infty \) (note that these extend in \( C_\infty \) to length \( R^{1/13} \)), so \( L_{1,1}(m, n) \) will also be contained in \( C_\infty \). Clearly, one can similarly show that for almost all \( (m, n) \), there are line segments \( L_{1,j} \subset R, j = 2, 3, 4 \), of length \( (\log R)^4 \) and which pass within \( (\log \log R)^3 \) of \( (m, n) \) on all four sides, and by the same argument \( L_{1,j} \subset C_\infty, j = 2, 3, 4 \).

An examination of the proof of Lemma 7.3 reveals that the obstacle in continuing this process is the term \( \sum_{p|m, 1/p} \), which must be \( o(1) \). The trivial estimate

\[
\sum_{p|m, 1/p} \leq \frac{\omega(m)}{P_-(m)}
\]

was used and this will only allow one more iteration, if one first removes all \( m \) for which \( \omega(m) > 2 \log \log R \) (as is well known, this set has zero density \([44]\)). In fact, in this context, it is easy to improve substantially on (4), as was noted to me by G. Tenenbaum.

**Lemma 7.4.** Let \( f(R) \) be any function increasing to infinity, then except for a set of \( m \) of size \( O(R/\sqrt{f(R) \log f(R)}) \), one has the bound

\[
\sum_{p|\omega, 1/p} \leq \frac{1}{\sqrt{f(R) \log f(R)}}.
\]

**Proof:** One uses the simple estimate

\[
\sum_{p \leq R} \sum_{m \leq R} \frac{1}{p} \leq \sum_{p \leq R} \frac{R}{p^2} = \frac{R}{f(R) \log f(R)}.
\]

This result reflects the fact that \( \sum_{p|m, 1/p} \) has a limiting density, as follows easily from the Erdős–Wintner Theorem \([44]\).

This result allows one to iterate the above argument. Recall that \( \text{rect}(m, n) \) is the perimeter of the smallest rectangle surrounding \( (m, n) \) which has all its edges in \( C_\infty \).

**Lemma 7.5.** Let \( \log_1 z = \log z \) and \( \log_{k+1} z = \log(\log_k z) \), and let \( \exp_k z \) be the inverse of \( \log_k z \), then for \( R > \exp_{k+2}(10^{15}) \),

\[
\|(m, n) \in B(R) : \text{rect}(m, n) \leq (\log_{k+1} R)^3 \| = |B(R)| \left[ 1 - O \left( \frac{1}{(\log_{k+1} R)^3} \right) \right],
\]

where the \( O(\cdot) \) term is independent of \( k \).

**Proof:** One proves this by induction on \( k \). The initial step \( k = 1 \) is exactly Lemma 7.3. Now assume that (5) holds for \( k \), then I will show that it holds for \( k + 1 \).
Thus assume that one has constructed for almost all \((m, n)\), line segments \(L_{k,j}(m, n)\), \(j = 1, 2, 3, 4\), as above, but of length \((\log R)^{40}\), which pass within \((\log_{k+1} R)^{36}\), are centered at \((m, n)\) and lie completely in \(C_{\infty}\). In particular, one assumes that the set

\[
S_k = \{(m, n) \in B(R) : \exists n' \ P_-(n') > (\log k R)^{100}, \ (\log_{k+1} R)^{36} + n > n' > n \text{ minimal,} \}
\]

\[
(d, n') = 1, \ |d - m| < (\log k R)^{40}, \ (m, n') \in C_{\infty},
\]
is such that \(|B(R) - S_k| \ll R^2/(\log_{k+1} R)^3\). One then considers

\[
S_{k+1} = \{(m, n) \in B(R) : \exists m' \ P_-(m') > (\log_{k+1} R)^{100}, \ (\log_{k+2} R)^{36} + m > m' > m \text{ minimal,} \}
\]

\[
(m', d) = 1, \ |d - n| < (\log_{k+1} R)^{40} \}.
\]

Now let

\[
E_{k+1,1} = \{(m, n) \in B(R) : \ P_-(m') < (\log_{k+1} R)^{100}, \text{ for all } (\log_{k+2} R)^{36} + m > m' > m \}.
\]

By Proposition 5.1, for any \(\varepsilon > 0\), except for \(O(R/(\log_{k+2} R)^{36\varepsilon/2})\) values of \(y\), the interval \([y, y + (\log_{k+2} R)^{36}]\) contains an integer \(x\) with \(P_-(x) > \exp((\log_{k+2} R)^{36(1/3 - \varepsilon)}). \) Letting \(\varepsilon = 1/6\), this says that except for \(O(R/(\log_{k+2} R)^{3})\) values of \(y\), the interval \([y, y + (\log_{k+2} R)^{36}]\) contains an integer \(x\) with \(P_-(x) > \exp((\log_{k+2} R)^{112/15})\). This last quantity is eventually \(>(\log_{k+1} R)^{100}, \text{ in particular, when } \log_{k+2} R > 100^{15/2}, \text{ i.e., when } R > \exp_{k+2}(10^{15}). \) Thus, one concludes that

\[
|E_{k+1,1}| \ll \frac{R^2}{(\log_{k+2} R)^{3}}, \quad \text{for } R > \exp_{k+2}(10^{15}).
\]

Next, one considers

\[
E_{k+1,2} = \{(m, n) \in B(R) : \ P_-(m') > (\log_{k+1} R)^{100}, \ (\log_{k+2} R)^{36} + m > m' > m \text{ minimal,} \}
\]

\[
\exists d, \ |d - n| < (\log_{k+1} R)^{40}, \ (m', d) > 1\}.
\]

As before, one gets

\[
|E_{k+1,2}| \ll R(\log_{k+2} R)^{36} \sum_{\substack{P_-(m') > (\log_{k+1} R)^{100} \\
|d - n| < (\log_{k+1} R)^{40}, \ (m', d) > 1}} 1
\]

\[
\ll R (\log_{k+2} R)^{36} (\log_{k+1} R)^{40} \sum_{m \leq R} \sum_{\substack{m \leq R \\
P_-(m') > (\log_{k+1} R)^{100}}} \frac{1}{p}.
\]

Now let

\[
E_{k+1,3} = \{(m, n) \in B(R) : \sum_{\substack{p|m' \\
p > (\log_{k+1} R)^{100}}} \frac{1}{p} \geq \frac{1}{(\log_{k+1} R)^{50}} \sqrt{\frac{\log_{k+2} R}{R}}
\]

\[
\text{for all } (\log_{k+2} R)^{36} + m > m' > m\}.
\]

Applying Lemma 7.4 gives

\[
|E_{k+1,3}| \ll \frac{R^2 (\log_{k+2} R)^{36}}{(\log_{k+1} R)^{50} \sqrt{\log_{k+2} R}},
\]
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\[
|E_{k+1,2} - E_{k+1,3}| \ll \frac{R^2(\log_{k+1} R)^{36}(\log_{k+1} R)^{40}}{(\log_{k+1} R)^{60}\sqrt{\log_{k+1} R}} \ll \frac{R^2}{\log_{k+1} R},
\]

whenever \((\log_{k+1} R)^9 > (\log_{k+2} R)^{36}\), for example, when \(R > \exp_{k+2}(16)\). It follows that \(S_{k+1}\) consists of almost all elements of \(B(R)\), where the exceptional set is \(\ll R^2/(\log_{k+2} R)^3\).

The definition of \(S_{k+1}\) also shows that for almost all \((m,n) \in B(R)\), there is a line segment \(L_{k+1,1}(m,n) \subset \mathcal{R}\) of length at least \((\log_{k+1} R)^{40}\), centered at \((m,n)\) and which passes by \((m,n)\) at distance \(O((\log_{k+2} R)^{36})\).

One now observes that \(S_k \cap S_{k+1}\) also comprises almost all elements of \(B(R)\) except for an exceptional set of size

\[
\ll \frac{R^2}{(\log_{k+1} R)^3} + \frac{R^2}{(\log_{k+2} R)^3} = (1 + A_k) \frac{R^2}{(\log_{k+1} R)^3},
\]

for sufficiently large \(R\), where

\[
\prod_{j=1}^{k} (1 + A_j) \ll \prod_{j=1}^{k} \left[ 1 + O \left( \frac{1}{(\log_j R)^3} \right) \right] = O(1).
\]

The definition of \(S_{k+1}\) implies that for almost all \((m,n)\), the line segment \(L_{k+1,1}(m,n)\) of length \((\log_{k+1} R)^{40}\) will intersect the perimeter of the rectangle of perimeter \((\log_{k+1} R)^{36}\) constructed in the previous iteration (note that its sides extend to line segments in \(C_\infty\) of length \((\log_k R)^{40}\)). Since the sides of this rectangle lie in \(C_\infty\), it follows that \(L_{k+1,1}(m,n)\) will also be contained in \(C_\infty\). Thus, the line segments defined in \(S_{k+1}\) also lie in \(C_\infty\).

Clearly, one can similarly show that for almost all \((m,n)\), there are line segments \(L_{k+1,j} \subset \mathcal{R}, j = 2, 3, 4,\) of length \((\log_{k+1} R)^{40}\) and which pass within \((\log_{k+2} R)^{36}\) of \((m,n)\) on all four sides, and \(L_{k+1,j} \subset C_\infty, j = 2, 3, 4. \)

Proof of Theorem 3.4: Assume that there is a function \(f(R)\) increasing to infinity, and a fixed \(\lambda > 0\) such that for at least \(\lambda R^2\) pairs \((m,n)\) one has \(\text{rect}(m,n) > f(R_i)\), where \(R_i\) is a sequence increasing to infinity.

One defines \(\log_* z\) to be the minimum number of iterations of \(\log\) required to be \(\leq 2\), i.e., \(\log_{\log_* z} z \leq 2\).

Let \(k = \log_* R - \log_* f(R) - 2\), then \(\log_k R \ll \log f(R)\) for all sufficiently large \(R\).

One can now apply Lemma 7.5 since the bound

\[
\exp_{k+2}(10^{15}) = \exp_{\log_* R-\log_* f(R)+4}(10^{15}) \ll \log R = o(R)
\]

holds. Furthermore, one has

\[
\frac{1}{(\log_{k+1} R)^3} \ll \frac{1}{\log_4 f(R)} \rightarrow 0,
\]

since \(\log_k R > \log_3 f(R)\) and \(f(R) \rightarrow \infty\). Substituting this in (5) shows that for almost all \((m,n) \in B(R)\) one has \(\text{rect}(m,n) \leq f(R)\), which contradicts the above assumption. The result follows. \(\square\)

Proof of Theorem 3.3: Assuming Theorem 3.2, then this follows directly from Theorem 3.4. For if the result were not true, then there would be a function \(f(R)\) increasing to infinity such that \(\theta(R) < 1/f(R)\) for all sufficiently large \(R\). However, Theorem 3.4 implies that for sufficiently large \(R\), almost all points of \(B(R)\) are surrounded by a rectangle of perimeter \(\sqrt{f(R)}\) all of whose edges lie in \(C_\infty\). This implies that \(\theta(R) \gg 1/\sqrt{f(R)}\) which is a contradiction. \(\square\)
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8 The infinite component has a density

As in Section 4, the idea is to compare the density of the infinite component in a big square

\[ \theta(R) = \frac{|B(R) \cap C_\infty|}{|B(R)|} \]

with this density modulo a product of primes. Thus, let

\[ \theta_h = \lim_{R \to \infty} \frac{|\{(m,n) \in B(R) : (m,n) \in \text{infinite component modulo } h\}|}{|B(R)|} . \]

The following gives a local characterization of the infinite component modulo \( h \).

**Lemma 8.1.** \( z \) is in the infinite component modulo \( h \) if and only if \( z \mod h \) is connected modulo \( h \) to all sides of \( B(h) \).

**Proof:** In fact, this holds for the fundamental domain \( B^*(h) = \{0 \leq m, n < h\} \) of \( \mathbb{Z}^2 \) mod \( h \) (so \( B(h) \) consists of 4 copies of \( B^*(h) \)). To see this, note that \( B^*(h) \) has reflection symmetries generated by \((m,n) \mapsto (n,m)\) and \((m,n) \mapsto (m,-n) \mod h \) which preserve relatively prime pairs \( \mod h \). Thus \( B^*(h) \) consists of 8 triangles each of which is a reflection of its adjacent neighbor, see Figure 5. It is clear that \( z \) is on the infinite component if and only if it is \( h \)-connected to all three sides of the triangle on which it lies and this is clearly equivalent to being \( h \)-connected to all four sides of \( B^*(h) \). \( \square \)

**Figure 5.** Reflection symmetries modulo \( h \)

**Lemma 8.2.** If \( X < Y \) then \( \theta_{P(X)} \geq \theta_{P(Y)} \).

**Proof:** If \( z \in B(P(Y)) \) is in the infinite component modulo \( P(Y) \) then \( z \mod P(Y) \) is \( P(Y) \) connected to three boundaries of \( B(P(Y)) \). Since reducing modulo \( P(X) \) does not remove any connections, it follows that \( z \mod P(X) \) is \( P(X) \) connected to the boundary of \( B(P(X)) \). \( \square \)

One concludes that \( \theta_{P(X)} \) is decreasing and therefore the limit \( \theta_* = \lim_{X \to \infty} \theta_{P(X)} \) exists.

**Lemma 8.3.** If both \( X \to \infty \) and \( R/P(X) \to \infty \), then \( \theta(R) \leq \theta_{P(X)} + o(1) \).

**Proof:** This follows exactly as in the above also following the proof of Lemma 4.3. Note that the boundary error in tiling \( B(R) \) with \( B(P(X)) \) is \( O(P(X)/R) = o(1) \) by assumption \( \square \)

One therefore has \( \theta(R) \leq \theta_* + o(1) \) and the main result follows from

**Lemma 8.4.** \( \lim_{R \to \infty} \theta(R) = \theta_* \).

**Proof:** If \( \theta_* = 0 \), then Lemma 8.3 shows that \( \theta = 0 \) as well and there is nothing to prove. On the other hand, if \( \theta_* > 0 \) consider a large \( R \) and by Lemma 8.2, find a large \( X \) such that \( \theta_{P(X)} \) is very close to \( \theta_* \), with \( P(X) < R \) and \( R/P(X) \) large. Since the prime number theorem says that \( P(X) = e^{X + o(1)} \), one can choose \( X \) such that \( R^{1/2}/4 < P(X) < R^{1/2} \). It follows that \( X \) is of order \( \log R \), i.e., there are two constants \( A,B \), such that \( A \log R < X < B \log R \).
Now going from \( \mathcal{R} \) modulo \( P(X) \) to \( \mathcal{R} \) in \( B(R) \) removes at most \( |B(R)| \sum_{d>1} 1/d \ll |B(R)|/X \) elements. So, by the above estimate, one is removing \( O(R^2/\log R) \) sites. By Lemma 7.3, given \( 0 < \varepsilon < 1/2 \), one can surround almost all sites with a \( C_\infty \) rectangle of perimeter \( < (\log R)^{1/2-\varepsilon} \). Thus apart from a set of zero density, each individual removal can disconnect at most \( (\log R)^{1-2\varepsilon} \) sites from the connected component (note that none of the elements on the rectangles specified by Lemma 7.3 are removed, since these belong to \( C_\infty \) of \( \mathcal{R} \)). It follows that at most \( O(R^2(\log R)^{1-2\varepsilon}/\log R) \) sites are disconnected, a vanishingly small percentage of the infinite connected component modulo \( P(X) \). This implies that \( \theta(R) \) is asymptotically close to \( \theta_{P(X)} \). □
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