The physical balances in subseafloor hydrothermal convection cells
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Abstract. We use a simplified model of convection in a porous medium to investigate the balances of mass and energy within a subseafloor hydrothermal convection cell. These balances control the steady-state structure of the system, and allow scalings for the height, permeability and residence time of the ‘reaction zone’ at the base of the cell to be calculated. The scalings are presented as functions of (1) the temperature $T_D$ of the heat source driving the convection and (2) the total power output $\Phi_U$. The model is then used to illustrate how the nonlinear thermodynamic properties of water may impose the observed upper limit of $\sim 400^\circ$C on vent temperatures. The properties of water at hydrothermal conditions are contrasted with those of a hypothetical ‘Boussinesq fluid’ for which temperature variations in fluid properties are either linearised or ignored. At hydrothermal pressures, water transports a maximum amount of energy by buoyancy-driven advection at $\sim 400^\circ$C. This maximum is a consequence of the nonlinear thermodynamic properties of water, and does not arise for a simple ‘Boussinesq fluid’. Inspired by the ‘Malkus hypothesis’, and by recent work on dissipative systems, we speculate that convection cells in porous media attain a steady state in which the upwelling temperature $T_U$ maximises the total power output of the cell. If true, this principle would explain our observation (in previous numerical simulations) that water in hydrothermal convection cells upwells at $T_U \sim 400^\circ$C when driven by a heat source above $\sim 500^\circ$C.

1. Introduction

At mid–ocean ridge spreading centres, magmatic heat sources drive the convection of seawater through the oceanic crust. Water heated by this process is then returned to the oceans at sites of hydrothermal venting, where no hydrothermal vent hotter than $405^\circ$C has ever been observed. The aims of this paper are (1) to quantify the fundamental physical balances in a 2-d model of hydrothermal convection and (2) to investigate in detail how the thermodynamic properties of water might limit hydrothermal vent temperatures to $\sim 400^\circ$C. At hydrothermal pressures, the density and viscosity of water are highly nonlinear functions of temperature near $\sim 400^\circ$C, and it has been suggested for some years that this behaviour might be responsible for the upper limit on vent temperatures [e.g. Bischoff and Rosenbauer, 1985; Johnson and Norton, 1991]. It is known that the thermodynamic properties of water affect the onset of convection and the overall rate of heat transfer in convection cells operating across a small temperature difference (say $\Delta T = 10^\circ$C) [Straus and Schubert, 1977; Dunn and Hardee, 1981; Ingebritsen and Hayba, 1994]. If $\Delta T$ is sufficiently small, the variation of fluid properties with temperature can be linearised or ignored (the ‘Boussinesq Approximation’ [Phillips, 1991]) and it can be shown that cells operating near the critical point of water ($\sim 22$ MPa, $\sim 374^\circ$C) transfer heat much more rapidly than cells driven by the same $\Delta T$ at other points in $p-T$ space. Such ‘superconvection’ suggests that hydrothermal systems might be very effective at heat transfer, but it is insufficient to explain the apparent limit to vent temperatures. Real systems operate over a large temperature difference (suggesting that the Boussinesq Approximation is inappropriate) and they seem to be limited to a maximum vent temperature of $\sim 400^\circ$C. To explain this, the focus of investigation must move from the overall heat transfer to the internal temperature structure of the cell.

In a previous paper we presented numerical simulations of hydrothermal convection and showed that the nonlinear thermodynamic properties of water constrain the temperature of upwelling flow in hydrothermal systems to be $\sim 400^\circ$C when driven by a heat source at sufficiently high temperature [Jupp and Schultz, 2000]. In the present paper, we explore the physics behind our previous numerical observations. The crucial feature of the nonlinear properties of water at seafloor pressures is that a maximum amount of heat energy is transported in buoyancy-driven flow if the water is at $\sim 400^\circ$C. This behaviour is in stark contrast to that of a hypothetical ‘Boussinesq fluid’ for which there is no such maximum (Figure 4f).
In this paper we investigate hydrothermal convection by considering the balances of mass and energy in a single convection cell in a homogeneous 2-d porous medium. In general, it is possible for multiple convection cells to arise above a single heat source if the imposed heating is sufficiently strong. In our numerical simulations, however, we observed only single convection cells for plausible parameter values [Jupp and Schultz, 2000]. For this reason we shall assume a flow structure with a single upwelling plume. In all other respects the flow geometry is not specified a priori but emerges as a solution of the governing equations. Our simplified model of convection therefore lies somewhere in between a full ‘2-d’ model in which flow is unconstrained and a ‘pipe’ model in which flow is constrained to lie within a pre-existing U-shaped geometry [Lowell and Germanovich, 2004].

2. The expected structure of a subseafloor convection cell

A schematic picture showing the expected structure of a subseafloor convection cell is shown in Figure 1. The energy required to drive the convection of hydrothermal fluids is supplied by the top surface of a magmatic source body. This is typically a magma chamber, but could equally be a dike or sill [Cann and Strens, 1982; Richardson et al., 1987]. The temperature $T_M$ of the magma body is governed by the melting point of magma and is usually taken to be $T_M \sim 1200^\circ$C [Morton and Sleep, 1985; Lowell et al., 1995]. In a typical situation, a magma chamber is located at a depth $H \sim 1000$ m below the seafloor and has a width $2L \sim 1000$ m [Detrick et al., 1987].

The rock immediately above the magma chamber is thought to be impermeable to seawater. This is because rock at sufficiently high temperatures flows in a ductile fashion when subjected to strain and so cannot provide permeable pathways by cracking. For this reason, the seafloor is usually treated as impermeable at temperatures above some ‘brittle–ductile transition temperature’ $T_D$ [Lister, 1974]. It follows that heat from the solidifying magma chamber is transferred conductively through an impermeable layer of thickness $H_I$ to the overlying permeable seafloor.

Within the permeable layer, fluid motion is driven by heat supplied at temperature $T_D$ and so we may also interpret $T_D$ as a ‘driving temperature’ for convective flow with the general flow pattern indicated in Figure 1. Cold seawater ($\sim 2^\circ$C) downwells through a broad ‘recharge zone’ where temperatures are relatively low ($\leq 350^\circ$C) [Alt, 1995]. As the water percolates down through the subseafloor, the temperature begins to rise and the fluid interacts chemically with the surrounding rock, leading to an exchange of chemical elements between the evolved seawater and the crust. After the recharge zone, which is characterised by descending fluid flow, the fluid enters a region known as the reaction zone which is thought to occur at the maximum penetration depth of the fluid and is characterised by temperatures in excess of $375^\circ$C [Berndt et al. 1989]. Estimates of the typical residence time of fluids in the reaction zone can be made from radioisotope studies and range from less than 3 years [Kadko and Moore, 1988] to 20 years [Grasty et al., 1988].

Later in this paper, we shall compare these estimated residence times with predictions based on the physical balances in a simple model of two dimensional convection. Fluid leaves the reaction zone at an ‘upwelling temperature’ $T_U$ and so the reaction zone spans a temperature range from $T_U$ at its top to $T_D$ at its base. The subsequent vertical temperature gradient drives a conductive heat flux within the base of the permeable layer. We stress that this constitutes the second of two distinct ‘conductive layers’ in this model: (1) the impermeable layer of thickness $H_I$ in which there is no fluid flow at all and (2) the reaction zone of thickness $H_R$ in which a vertical conductive heat flux supplies energy to a predominantly horizontal flow of water. Thermal calculations suggest that both of these conductive layers must be relatively thin ($H_R \sim H_I \sim 100$ m) in order to maintain the typical power output ($\sim 100 – 1000$ MW) of a hydrothermal system [Lowell and Germanovich, 1994, 2004; Schultz et al., 1992].

After the reaction zone, the convecting water enters a discharge zone through which it ascends to hydrothermal venting sites on the seafloor (Figure 1). The typical lateral dimensions of a hydrothermally active region of the seafloor ($< 100$ m) are considerably less than the expected lateral dimension of the magma chamber ($2L \sim 1000$ m) and so the discharge zone is often said to be ‘focussed’. It is possible that high permeability pathways, due to fractures, faults or textural inhomogeneities in the crust, might serve to focus the flow in the discharge zone. It must be stressed, however, that these inhomogeneities in crustal permeability are not strictly necessary in order to impose the required structure on the cell. Some degree of focussing of the upwelling fluid is inevitable in any convection cell, even in the absence of any high permeability pathways [Phillips, 1991; Dickson et al., 1995].

After ascending through the discharge zone, the convecting fluid is expelled from hydrothermal vents on the seafloor.

Figure 1. Cross-section showing the expected structure of a subseafloor hydrothermal convection cell and the schematic model of convection which is explored here. A list of symbols is given at the end of the paper.
at a vent temperature $T_V$, which is typically between 350°C and 400°C in the case of black smoker venting. The cooling of the ascending fluid in the discharge zone ensures that $T_V \leq T_U$.

There are several mechanisms which might cause the fluid to cool as it rises through the discharge zone. These include conductive heat loss, adiabatic cooling and the entrainment of cooler fluids [Lowell et al., 2003]. (A fourth mechanism - heating or cooling due to chemical reactions - probably operates in hydrothermal systems, but the attendant changes in temperature are likely to be insignificant on the scales considered here. For example, Lowell and Rona [2002] calculate that temperature changes due to the serpentinization of peridotite are probably at most a few tens of Kelvin for a typical ridge-axis system.) Conductive heat loss in the ascending fluid is caused by horizontal temperature gradients in the discharge zone while adiabatic cooling is a consequence of depressurisation. For example, if the hydrothermal vent field lies 2.5 km below sea level and lies 1 km above the reaction zone, then the upwelling fluid depressurises from $\sim 35$ MPa to $\sim 25$ MPa during its ascent through the discharge zone. Under adiabatic cooling alone, water leaving the reaction zone at $\sim 400°C$ would cool by $\sim 10°C$ on ascent to the seafloor [Haar et al., 1984]. The presence of other mechanisms for heat loss means that the true degree of cooling in the discharge zone is somewhat greater. In any case, the upwelling temperature $T_U$ provides an upper bound for the vent temperature $T_V$.

2.1. Observational constraints

The most rigid constraint on cell structure is provided by the temperature $T_V$ of the fluid expelled at seafloor vents. No hydrothermal effluent hotter than 405°C has ever been observed [Von Damm et al., 2003]. This is remarkable because it is so much less than the temperature ($T_M \sim 1200°C$) of the magmatic heat source [Lister, 1995; Lowell et al., 1995; Wilcock, 1998]. Consequently, a successful model for hydrothermal circulation must explain the discrepancy of up to 800°C between the inferred temperature of the heat source and the observed temperature of the effluent at the seafloor.

Paleo-oceanic crust exposed on land in ophiolite complexes provides further evidence to support the expected structure described above. In locations such as Cyprus and Oman, fossil hydrothermal systems are exposed in cross-section. It is therefore possible to infer the temperature structure that existed at depth within the fossil system using fluid inclusion geothermometry [Cowan and Cann, 1988] and by analysing the hydrothermal metamorphic mineral assemblages present. For example, Gillis and Roberts (1999) report measurements made at a section of the Troodos Ophiolite in Cyprus. They interpret this section to represent a layer of conductive heat transport in which there was a linear temperature drop from $\sim 1000°C$ to $\sim 400°C$ over a vertical distance of $\sim 100 m$. Thus, this region can be likened to the conductive zones of thickness $H_R$ and $H_I$ in the prototype hydrothermal system of Figure 1. Furthermore, their data are consistent with the typical thickness $H_R \sim H_I \sim 100 m$ inferred from thermal balance calculations [Lowell and Germanovich, 1994, 2004].

Measurements of the temperature and chemical composition of hydrothermal effluent can be made at active seafloor hydrothermal systems. Although these data are collected on the seafloor, they can be used to constrain the conditions within the convection cell at depth below the seafloor. An example of this process is the application of geothermometry and geobarometry [e.g. Bischof and Rosenbauer, 1985; Von Damm and Bischof; 1987]. The data consist of the measured temperature of the vent $T_V$ and the measured concentration of a dissolved chemical species (such as silica) in the vent fluid. If it is assumed that the silica has been leached from basalt and that the fluid has undergone negligible conductive heat loss (and negligible chemical reaction) on its ascent to the seafloor, then the pressure and temperature of the reaction zone from which it ascended can be estimated. Studies using these techniques reach a fairly consistent conclusion - that the reaction zone is typically $\sim 1 km$ below the seafloor and a few tens of degrees hotter than the 350°C - 400°C which is typical of the hydrothermal vents themselves [Von Damm et al., 1985; Campbell et al., 1988].

In terms of our model, we emphasise that these techniques use the state of the fluid at the vent to infer the $p - T$ conditions at which the fluid was most recently in physical and chemical equilibrium with the subseafloor. Thus, it is only the conditions at the boundary of the reaction zone and the discharge zone which can be estimated. It is important to note that a typical geothermometry estimate of $T_V \sim 400°C$ does not preclude the possibility that the fluid reached much higher temperatures at some earlier point in its history. It should also be noted that the reaction zone depths inferred by geobarometry ($\sim 1 km$) are broadly similar to the magma chamber depths inferred by seismic imaging of the seafloor [e.g. Detrick et al., 1987; Toomey et al., 1994; Dunn et al., 2000].

2.2. Summary of cell structure

In summary, a successful model of a typical hydrothermal convection cell should display the following features:

(i) A magmatic heat source of width $2L \sim 1000 m$ and temperature $T_M \sim 1200°C$ lying at a depth $H \sim 1000 m$ below the seafloor. Heat from this magma chamber drives convection of seawater in the oceanic crust.

(ii) A seafloor pressure in the range 20 MPa - 50 MPa, corresponding to a depth below sea level of 2 km - 5 km.

(iii) A relatively thin ($H_R \sim 100 m$) impermeable layer between the magmatic heat source (at temperature $T_M$) and the base of the permeable seafloor at (temperature $T_D$).

(iv) A similarly thin ($H_I \sim 100 m$) thermal boundary layer within the permeable seafloor characterised by temperatures in excess of 400°C and predominantly horizontal fluid flow.

(v) Convection in the permeable seafloor driven by heat supplied at the ‘driving temperature’ $T_D$. It has been suggested that the ductile transition occurs at $T_D \approx 500 - 700°C$ in hydrothermal systems [Lister, 1974]. On the other hand, rock at higher temperatures may have a permeability structure that is not provided by cracking and so it is hard to exclude the possibility that water may penetrate into sub-seafloor systems at significantly higher temperatures. Because of this uncertainty we do not impose any particular value on the driving temperature $T_D$ in this analysis - except for the obvious limits $T_D \leq T_I \leq T_M$. We show below that our results are essentially insensitive to $T_D$ provided that $T_D \geq 500°C$.

(vi) A relatively narrow plume (or discharge zone) of width $2L_D$ through which upwelling fluid at $T_V \sim 400°C$ ascends to the seafloor.
Following Jupp and Schultz (2000) we argue here that a 2-d model of convection in a porous medium produces a structure which is consistent with all of these constraints. In particular, we argue that the nonlinear thermodynamic properties of water ensure that fluid upwells at \( T_U \sim 400^\circ C \) for any sufficiently high driving temperature \( T_D \geq 500^\circ C \). For simplicity, we assume that the porosity and permeability of the seafloor are constant and homogeneous within any given region of the convection cell (such as the recharge zone, reaction zone or discharge zone). This is a considerable simplification, but it allows the influence of the thermodynamic properties of water to be considered in isolation. Thus, although the real ocean crust is highly inhomogeneous, we shall show that this inhomogeneity is not necessary to explain the principal structural features of hydrothermal convection as outlined above. The general properties of convection cells in porous media – coupled with the thermodynamic properties of water – are sufficient to explain this structure.

### 2.3. Results of numerical simulations

Jupp and Schultz (2000) used numerical simulations incorporating the full thermodynamic properties of water to study hydrothermal convection in a homogeneous porous medium at seafloor pressures. They studied convection driven by a heat source at temperature \( T_D \leq 1200^\circ C \) in an initially cold permeable layer and observed the subsequent evolution of the system as heat was transported by conduction and convection. They observed both the time evolution of the system and its final steady state. Two key results emerged from their study: (i) the first convective instability occurs at \( \sim 400^\circ C \) when the system is evolving and (ii) the final steady state is one in which fluid upwells at \( T_U \sim 400^\circ C \). Both of these results apply for any driving temperature \( T_D \) between \( 500^\circ C \) and \( 1200^\circ C \).

The observation concerning the first instability can be interpreted in terms of the theoretical development introduced by Howard (1964). At very small times after the introduction of a heat source at temperature \( T_D \), the evolution of the temperature field in the permeable layer is controlled entirely by conduction. Heat diffuses into the permeable layer in a thin boundary layer which grows with time. Convective motion may exist but it is insignificant in terms of the thermal balance, which is dominated overwhelmingly by conduction. Eventually the lengthscale over which heat has diffused into the permeable layer becomes sufficiently large that a convective instability develops. At this point plumes form (Figure 2). Numerical simulations and a simple physical argument show that the rate of advective accumulation of thermal energy in the evolving thermal boundary layer is greatest at \( \sim 400^\circ C \) for water at hydrothermal pressures [Jupp and Schultz, 2000]. It follows that the growth rate of the instability is greatest at \( \sim 400^\circ C \). It is suggested that this controls the temperature at which plumes form.

The observation concerning the steady state attained by the system will be considered in detail in this present paper. In the steady state the upwelling temperature in the simulations (Figure 3) was found to be \( T_U \sim 400^\circ C \) for any driving temperature \( T_D \) in the range \( 500^\circ C \) to \( 1200^\circ C \).

### 3. A simplified model for hydrothermal convection

We now consider how a simplified model in two dimensions can be used to elucidate the physics controlling the
structure observed in the numerical simulations. We consider the balances of mass and energy in a geometrically simplified reaction zone in order to derive scalings for the system. The scaling arguments used here are based on those of Phillips (1991), but with two important differences. Firstly, we retain the full, nonlinear thermodynamic properties of water wherever possible so that their influence on cell structure can be considered. Secondly, we introduce an extra variable into the analysis - the temperature \( T_U \) of the upwelling fluid at the base of the discharge zone.

For the moment, we consider a two-dimensional convection cell in Cartesian geometry in which the heat source is taken to extend infinitely along the ridge axis (or 'into the page' in terms of the sketch in Figure 1). In section 6, we shall consider the case of radial geometry where the heat source is taken to be circular in plan form. We suppose that on a macroscopic scale, the fluid flow can be considered as flow through a porous medium and so is governed by Darcy’s Law. There is little horizontal flow above the reaction zone and therefore horizontal pressure gradients must be negligible. Below this level, however, there is considerable horizontal flow from the recharge zone into the reaction zone. We suppose for simplicity that the physical properties of the water at the upwelling temperature \( T_U \) (when it leaves the reaction zone) are representative of the conditions within the reaction zone as a whole. Thus, within the cell structure there is movement of hot fluid of approximate density \( \rho_U \) and approximate viscosity \( \mu_U \) (here and subsequently, the subscript 'U' denotes the value of a fluid property at the upwelling temperature \( T_U \)). The flow in the reaction zone is predominantly horizontal, and so the vertical pressure gradient within the reaction zone must be approximately equal to the hot hydrostatic value \( g \rho_U \). Outside the reaction zone, at the base of the cell, the flow of cold water (of density \( \rho_0 \)) is also predominantly horizontal. In this region, therefore, the vertical pressure gradient must be approximately equal to the cold hydrostatic value \( g \rho_0 \). At the base of the cell, the difference between the hot and cold hydrostatic pressure regimes – inside and outside the reaction zone – applies over a vertical distance \( H_R \). It follows that the horizontal pressure difference driving fluid into the reaction zone is given, in approximate terms, by

\[
\Delta p \sim (\rho_U - \rho_0) g H_R. \tag{1}
\]

This pressure difference operates over a horizontal distance \( L \), and so by Darcy’s law the horizontal volume flux (or Darcy velocity) of fluid flowing laterally into the reaction zone has approximate magnitude

\[
u \sim \frac{k_R \Delta p}{\mu_U L} = g k_R \frac{(\rho_U - \rho_0)}{\mu_U} \frac{H_R}{L}, \tag{2}
\]

where \( k_R \) is the permeability of the reaction zone. Above the level of the reaction zone horizontal pressure gradients must be negligible as there is negligible horizontal flow. The vertical pressure gradient must be less than the cold hydrostatic \( g \rho_0 \) (so that cold water can be driven downwards) and greater than the hot hydrostatic value \( g \rho_U \) (so that hot water can be driven upwards). The discharge zone in a 2-d convection cell is much narrower than the recharge zone and so presents a greater total resistance to a given volume flux of water. It follows that the vertical pressure gradient (above the level of the reaction zone) is much closer to cold hydrostatic than hot hydrostatic. The vertical volume flux of fluid in the discharge zone is therefore given, approximately, by

\[
w \sim g k_D \frac{(\rho_0 - \rho_U)}{\mu_U}. \tag{3}
\]

where \( k_D \) is the permeability of the discharge zone. We emphasise that the permeability of the reaction zone \( k_R \) may be different from the permeability of the discharge zone \( k_D \). There are two reasons why these permeabilities should be considered independently. Firstly, the flow is chiefly horizontal in the reaction zone but vertical in the discharge zone. Thus, if the permeability of the seafloor were not isotropic then \( k_R \) would not necessarily be equal to \( k_D \). Secondly, it may be that the two permeabilities evolve differently over time due to the precipitation or dissolution of minerals. The reaction zone is characterised by fluids flowing up a temperature gradient, while the discharge zone contains fluid flowing down a temperature gradient. Since the aqueous solubility of minerals depends on temperature, it follows that a mineral which is dissolved in the reaction zone might precipitate as it enters the discharge zone (and vice versa).

Returning to the structure of convection cells, we note that fluid enters the reaction zone with volume flux \( w \) and leaves with volume flux \( u \). We neglect any changes of fluid mass due to hydration and dehydration reactions. It then follows from Figure 1 shows that the conservation of fluid mass in the reaction zone is expressed by the balance

\[
2 \rho_U u H_R \sim 2 \rho_U w L_D. \tag{4}
\]

Equations 2, 3 and 4 can then be combined to express the mass balance in the alternative form

\[
k_R H_R \sim k_D L_D L. \tag{5}
\]

We now consider the energy balance of the reaction zone. Thermal energy enters the reaction zone by conduction from below and leaves by advection into the discharge zone at temperature \( T_U \). The vertical temperature drop driving the conduction of heat into the reaction zone is given by the difference between the driving temperature \( T_D \) and the upwelling temperature \( T_U \). It follows that the convective system is driven by a vertical conductive heat flux of approximate magnitude \( \lambda(T_D - T_U)/H_R \) which operates over a horizontal distance \( 2L \) where \( \lambda \) is the thermal conductivity. The advective heat transport consists of a vertical volume flux \( w \) operating over a horizontal distance \( 2L_D \). The ascending fluid has been heated in the reaction zone so that its specific enthalpy has been raised from a ‘cold’ value \( h_0 \) at temperature \( T_0 \) to a ‘hot’ value \( h_U \) at the upwelling temperature \( T_U \). Neglecting the enthalpy of chemical reactions, the conservation of energy in the reaction zone is then expressed by the following balance between conductive and advective heat transport:

\[
2L \frac{\lambda(T_D - T_U)}{H_R} \sim 2 \rho_U (h_U - h_0) w L_D. \tag{6}
\]

This can be re-arranged (using equation 3) to give:

\[
\frac{L \lambda(T_D - T_U)}{L_D H_R} \sim g k_D \frac{\rho_U (h_U - h_0) (\rho_0 - \rho_U)}{\mu_U}. \tag{7}
\]

At this point it is helpful to define a thermodynamic variable \( F_U \) based on the quantity in square brackets above. This quantity is a function of the thermodynamic state of
the water at the upwelling temperature $T_U$ and is a measure of its ability to transport heat by buoyancy-driven convection in a cold hydrostatic pressure gradient $g \rho_0$. We follow Lister (1995) in using the term ‘fluxibility’ to describe this quantity, which is defined by

$$ F = \frac{\rho (h - h_0) (\rho_0 - \rho)}{\mu} \quad (8) $$

for fluid at arbitrary temperature $T$. The vertical advective heat flux at the base of the discharge zone (measured in W.m$^{-2}$) is proportional to the fluxibility: $g k_p F_U$. This heat flux is measured relative to a ‘ground state’ enthalpy $h_0$ which corresponds to cold seawater. It follows that the heat flux $g k_D F_U$ can be interpreted as the rate at which energy would be liberated from the flow (per unit area at the base of the discharge zone) when upwelling water with enthalpy $h_U$ is returned to the cold ‘ground state’ $h_0$. This is precisely what happens when hydrothermal effluent enters the ocean and cools.

4. The thermodynamic properties of pure water as functions of pressure and temperature

We now consider how the fluxibility $F$ of upwelling water varies as a function of pressure and temperature under hydrothermal conditions. In order to do so, and to elucidate the underlying physics, we consider in turn the various thermodynamic and transport properties of water on which the fluxibility depends. One of our main aims in this paper is to highlight the differences between the properties of a hypothetical ‘Boussinesq fluid’ (for which the temperature dependence of basic thermodynamic properties is either linearised or ignored) and the real thermodynamic behaviour of pure water at high pressure and temperature. Accordingly, we shall calculate the thermodynamic properties in two ways - (i) using the full nonlinear properties of water and (ii) using the simplifications inherent in the Boussinesq approximation. For simplicity, we restrict attention to pure water rather than the multi-component aqueous solution that flows through a real hydrothermal system. This allows us to examine the physics of convection without following the evolving chemistry of the fluid. The thermodynamic properties of pure water and brine are quantitatively similar with the single important difference that brine can boil at all pressures whereas pure water cannot boil at pressures above the critical pressure of 22 MPa. At pressures above 22 MPa, pure water undergoes a smooth transition from a ‘liquid-like’ state to a ‘gas-like’ state instead of the abrupt phase transition which constitutes boiling [Bischoff and Pitzer, 1985]. Consequently, our system is one in which the convecting fluid cannot co-exist as both a liquid and a gas at a given point in space. In all other respects, however, the thermodynamic behaviour of pure water is quantitatively similar to the thermodynamic behaviour of a brine.

The temperature dependence of the density of the upwelling water is of fundamental importance as it provides the buoyancy force which drives the circulation. Figure 4a shows the variation in the density of pure water $\rho$ over a range of pressures and temperatures relevant to seafloor hydrothermal systems. The density varies greatly with temperature and little with pressure, with a marked density drop occurring between $\sim 400^\circ$C and $\sim 500^\circ$C for all seafloor pressures. If the pressure is less than the critical pressure of 22 MPa (equivalent to $\sim 2.2$ km cold hydrostatic head), this density drop is discontinuous, and is caused by a change of state from liquid to vapour as the water boils. If the pressure is greater than 22 MPa, however, pure water cannot coexist as two separate phases and does not boil. In this case the density becomes a continuous (but nonlinear) function of temperature. There is still a fairly sharp drop in density at $\sim 400^\circ$C, but it is not caused by boiling because there is no discontinuity and no phase change. For seafloor pressures above 22 MPa, water undergoes a smooth transition from a ‘liquid-like’ state below $\sim 400^\circ$C to a ‘gas-like’ state above $\sim 400^\circ$C. When water is in the liquid-like state the temperature dependence of the density is approximately linear: $\rho \approx \rho_0 [1 - \alpha (T - T_0)]$. In the gas-like state, on the other hand, the density variations can be approximated by the behaviour of a perfect gas: $\rho \approx \beta_0 / T$ where $\beta \approx 2.3 \times 10^{-3}$ kg.K$^{-1}$. This highly nonlinear behaviour can be contrasted with the behaviour of a Boussinesq fluid (shown by dashed lines in Figure 4a).

When a Boussinesq fluid is considered in the context of convection equations, the temperature dependence of the fluid density is ignored in all terms except the term relating to the fluid’s buoyancy. Thus, the density $\rho_{Bsq}$ of a Boussinesq fluid is given by:

$$ \rho_{Bsq} = \left\{ \begin{array}{ll} \rho_0 [1 - \alpha (T - T_0)] & \text{(buoyancy terms)}, \\ \rho_0 & \text{(other terms)}. \end{array} \right. \quad (9) $$

Figure 4a shows that, for seafloor hydrothermal systems, the Boussinesq approximation for fluid density is reasonable only for water below about $200^\circ$C. At the higher temperatures characteristic of the reaction and discharge zones the Boussinesq approximation is inappropriate [Wilcock, 1998].

We now consider the specific enthalpy $h - h_0$ which measures the thermal energy content of water (in J.kg$^{-1}$) relative to water at the cold temperature $T_0$. Figure 4b shows the variation in specific enthalpy $h - h_0$ of water under hydrothermal conditions. The specific enthalpy of water at hydrothermal conditions is essentially independent of pressure and is (globally) an approximately linear function of temperature. This means (in contrast to the behaviour of the density) that the specific enthalpy of water in hydrothermal systems is given to a reasonable approximation by the Boussinesq value $h_{Bsq}$:

$$ h \approx h_{Bsq} = h_0 + c_p (T - T_0). \quad (10) $$

Although the specific enthalpy is approximately linear in temperature, equation 8 suggests that the volumetric enthalpy $\rho (h - h_0)$ is of greater physical significance to the advective transport of heat. The volumetric enthalpy is a measure of the energy content of the fluid per unit volume (Figure 4c). Unlike the specific enthalpy $h - h_0$, the volumetric enthalpy is affected by the great variability in density, and so it is not always an increasing function of temperature. At seafloor hydrothermal pressures, the volumetric enthalpy is maximised at $\sim 400^\circ$C. Consequently a unit volume of water at $\sim 400^\circ$C contains more thermal energy than a unit volume of water at any other temperature. This is because the expansion of water is such when heated beyond $400^\circ$C that the thermal energy per unit volume begins to decrease as the temperature is increased, even though the thermal energy per unit mass continues to increase. This nonlinear
behaviour is in stark contrast to the behaviour of a Boussinesq fluid, for which the volumetric enthalpy would be:

\[ \rho B_{sq}(h_{Bsq} - h_0) = [\rho_0 \rho] (T - T_0). \]  

We conclude that the Boussinesq approximation for the volumetric enthalpy is valid only for hydrothermal water below about 200°C.

The next thermodynamic variable to appear in the definition of the fluxibility is the dynamic viscosity \( \mu \). The viscosity is a measure of the fluid's tendency to resist motion, which for convection is induced by the buoyancy factor \( \rho_0 - \rho \). Figure 4d shows that the viscosity is minimised at \( \sim 400°C \) for seafloor hydrothermal pressures. In other words, water 'flows more readily' at \( \sim 400°C \) than at any other temperature within the range 0°C–1200°C. When the water is in a liquid-like state the dependence of the dynamic viscosity on temperature can be modelled with an Arrhenius equation: \( \mu = \mu_0 \exp(\gamma / (T - \gamma / T_0)) \) where the temperature \( T \) is expressed on the absolute (Kelvin) scale, \( \mu_0 \) and \( T_0 \) are constants, and \( \gamma \sim 3.3 \) K. Thus, for water in the gas-like state, the viscosity is essentially independent of pressure and decreases as the temperature increases. This is because water molecules are organised into progressively smaller coherent groups as temperature increases, giving a lesser resistance to flow. When water is in the gas-like state, however, the temperature dependence of the viscosity is approximately that of an ideal gas [Batchelor, 1967] and so

\[ \mu \approx \mu_{ref}(T/T_{ref})^{1/2} \]  

where \( T \) is again expressed in Kelvin and \( \mu_{ref}/T_{ref}^{3/2} \sim 1.5 \cdot 10^{-6} \text{ Pa.s.K}^{-1/2} \). For water in the gas-like state the dynamic viscosity is independent of pressure and increases as the temperature increases. This is because the kinetic energy of the gas molecules increases with temperature, so they are better able to transport momentum across the flow. Figure 4d shows that the nonlinear temperature dependence of the dynamic viscosity of pure water at hydrothermal conditions is very different to that of a Boussinesq fluid, for which it would be treated as a constant:

\[ \mu_{Bsq} = \mu_0. \]

The viscosity of pure water changes by a factor of 10 between 0°C and 200°C and so we conclude that the Boussinesq approximation for dynamic viscosity is inappropriate in hydrothermal systems.

In a cold hydrostatic pressure gradient \( g_0 \), the vertical Darcy velocity of upwelling fluid is \( w = gk_0 (\rho_0 - \rho) / \mu \). It is therefore helpful to combine the ‘density drop’ \( \rho_0 - \rho \) and the viscosity \( \mu \) to give a ‘scaled volume flux’ \( \rho (\rho_0 - \rho) / \mu \). Figure 4e shows that the scaled volume flux is maximised at \( \sim 400°C \) under hydrothermal conditions. In other words, water at seafloor pressures ascends a cold hydrostatic pressure gradient more quickly at \( \sim 400°C \) than at any other
temperature. This effect is caused by the viscosity minimum for water at 400°C (Figure 4d). Hotter fluid is always less dense than colder fluid and so has greater tendency to rise (Figure 4a). As temperatures rise above ∼ 400°C, however, the viscosity \( \mu \) resisting the flow increases faster than the density drop \((\rho_0 - \rho)\) driving the flow. Above ∼ 400°C, therefore, we obtain the counterintuitive result that hotter fluid ascends more slowly than colder fluid, in spite of its greater buoyancy. This nonlinear behaviour is very different to that of a Boussinesq fluid, for which the scaled volume flux depends linearly on temperature:

\[
\frac{\rho_0 - \rho_{Bsq}}{\mu_{Bsq}} = \left( \frac{\alpha \rho_0}{\mu_0} \right) (T - T_0). \tag{13}
\]

Finally, the individual thermodynamic properties discussed above can be combined to give the ‘scaled energy flux’ or ‘fluidity’ \( F \) of pure water from equation 8. At ∼ 400°C upwelling water ascends most rapidly (Figure 4c) and carries a maximum quantity of thermal energy per unit area (Figure 4c). It follows that the fluidity \( F \) of hydrothermal water is maximised between ∼ 400°C and ∼ 500°C as shown in Figure 4f. In contrast, the fluidity of a Boussinesq fluid is a simple quadratic function of temperature:

\[
F_{Bsq} = \left( \frac{\alpha \rho_0 c_p}{\mu_0} \right) (T - T_0)^2. \tag{14}
\]

Figure 4f shows clearly that the fluidity maximum for hydrothermal water occurs between 400°C and 500°C. This means that the advective flux \( gk_D F_U \) of thermal energy extracted from the reaction zone (measured per unit area at the base of the discharge zone) is maximised within this temperature range. The overall power output of the convective cell, however, depends additionally on the lengthscale \( L_D \) of the area through which this flux operates. In order to calculate the total power output of the cell, therefore, we must now consider scaling constraints on the lengthscale \( L_D \) and \( H_R \).

5. **Scalings in Cartesian geometry**

With the fluidity at the upwelling temperature \( T_U \) defined according to equation 8, the energy balance in the reaction zone (equation 7) becomes

\[
L \lambda (T_D - T_U) \frac{D}{L_D H_R} \sim gk_D F_U. \tag{15}
\]

The total advective power output \( \Phi_U \) of the hydrothermal system (measured over a length \( D \) of ridge axis) consists of an advective heat flux \( \sim gk_D F_U \) flowing through an area \( \sim 2L_D D \). It follows that the total advective power output satisfies:

\[
\Phi_U \sim 2gk_D F_D L_D. \tag{16}
\]

Scalings for the system can now be calculated as functions of the power per unit length of ridge axis \( [\Phi_U/D] \) and the driving temperature \( T_D \). Equation 16 shows that the product \( k_D L_D \) satisfies

\[
k_D L_D \sim \frac{[\Phi_U/D]}{2gF_U}. \tag{17}
\]

while equations 5 and 15 show that the permeability of the reaction zone satisfies

\[
k_R \sim \frac{[\Phi_U/D]^3}{8gF_U L^2 (T_D - T_U)^2}. \tag{18}
\]

Equations 15, 17 and 18 imply that the total power output per unit length of ridge axis satisfies

\[
\frac{\Phi_U}{D} \sim \frac{2 (gF_U)^{1/3} (\lambda (T_D - T_U))^{2/3} L^{1/3}}{[\Phi_U/D]^2}. \tag{19}
\]

This shows that the total power output of the system is governed by the permeability of the reaction zone \( k_R \) rather than the permeability of the discharge zone \( k_D \).

The thicknesses of the permeable and impermeable conductive layers are given by

\[
H_R \sim \frac{\lambda (T_D - T_U) 2L}{[\Phi_U/D]}, \quad H_I \sim \frac{\lambda (T_M - T_D) 2L}{[\Phi_U/D]} \tag{20}
\]

Typical values derived from these scalings are plotted as functions of the power per unit length \( [\Phi_U/D] \) and the driving temperature \( T_D \) in Figure 5. Models of lithospheric cooling require an average heat flux (conductive plus advective) of order 1 W.m\(^{-2}\) to pass through young (< 1 Ma) oceanic crust [Stein and Stein, 1994]. This heat flux corresponds to \( [\Phi_U/D] \sim 1 \text{ MW.km}^{-1} \) for a strip of ridge of width 1 km centred on the ridge axis and can probably be considered a minimum. On the other hand \( [\Phi_U/D] \sim 1000 \text{ MW.km}^{-1} \) is probably a maximum plausible power output.

We now consider the approximate residence time of fluids in the reaction zone. If the reaction zone has porosity \( \phi \) then fluid moves through the reaction zone at interstitial speed \( u/\phi \). The approximate magnitude of the residence time of fluid in the reaction zone \( t_R \) is therefore given by:

\[
t_R \sim \frac{L_D}{u} = \frac{4 \lambda \phi L^2 (T_D - T_U) \rho_U (h_U - h_0)}{[\Phi_U/D]^2}. \tag{21}
\]

from equations 2, 8, 18 and 20. This scaling for the reaction zone residence time is plotted in Figure 5. We note that a power-per-unit-length \( [\Phi_U/D] \sim 10 \text{ MW.km}^{-1} \) gives \( t_R \sim 10 \text{ years} \) and is consistent with the radioisotope estimates suggesting that \( t_q \) lies between 3 and 20 years [Kadko and Moore, 1988; Grasty et al., 1988]. This would imply a reaction zone permeability \( k_R \sim 10^{-14} \text{ m}^2 \) and conductive layers with a thickness of about 100 metres. On the other hand, a power-per-unit-length greater than 100 MW.km\(^{-1} \), which seems plausible, would imply a residence time in the reaction zone of less than a month, a permeability \( k_R \) greater than \( 10^{-12} \text{ m}^2 \), and conductive layers no more than a few metres thick.

6. **Scalings in axisymmetric geometry**

We now consider the approximate scalings for an axisymmetric system above a magma chamber which is circular in plan form. In this case, Figure 1 should be interpreted as having an axis of rotational symmetry about the vertical centre line of the discharge zone. The velocity components \((u, w)\) are then interpreted as being in the radial and vertical directions, but take the same form as before (equations 2 and 3). The conservation of mass, however, is now expressed by the balance:

\[
2\pi \rho_U u L H_R \sim \rho_U \omega \pi L_D^2. \tag{22}
\]
Using equations 2 and 3 it follows that the conservation of mass in the reaction zone is expressed by the balance:

\[ 2k_R R_H^2 \sim k_D L_D^2. \]  

(23)

The total advective power output \( \Phi_U \) of the hydrothermal system consists of an advective heat flux \( \sim g_k D F_U \) flowing through an area \( \pi L_D^2 \). It follows that the total advective power output is, approximately:

\[ \Phi_U \sim \pi g F_U k_D L_D^2. \]  

(24)

An argument analogous to the one used in the Cartesian case shows that the conservation of energy in the reaction zone is expressed by the balance:

\[ \frac{\lambda (T_D - T_U)}{H_R} \pi L^2 \sim \rho \nu (h_U - h_0) \omega \pi L_D^2. \]  

(25)

Equations 3 and 8 can then be used to express the energy balance in the alternative form:

\[ \frac{L^2 \lambda (T_D - T_U)}{L_D^2 H_R} \sim \pi g F_U. \]  

(26)

It is then possible to derive expressions analogous to equations 17, 18 and 20, with the difference that the scalings are now in terms of the total power output \( \Phi_U \) rather than the power-per-unit-length \( \Phi_U / D \). The scalings for the permeabilities are:

\[ k_D L_D^2 \sim \frac{\Phi_U}{\pi g F_U}. \]  

(27)

The total power output of the hydrothermal system in axisymmetric geometry is

\[ \Phi_U \sim 2^{1/3} \pi (g F_U)^{1/3} \left( \lambda (T_D - T_U) \right)^{2/3} L^{4/3} k_R^{1/3}. \]  

(28)

and so is governed by the permeability in the reaction zone rather than in the discharge zone. The thicknesses of the permeable and impermeable conductive layers are given by

\[ H_R \sim \frac{\lambda (T_D - T_U) \pi L^2}{\Phi_U}, \quad H_I \sim \frac{\lambda (T_M - T_D) \pi L^2}{\Phi_U}. \]  

(29)

(30)

From equations 2, 8, 28 and 30, the residence time \( t_R \) of fluid in the reaction zone is given by:

\[ t_R \sim \frac{L \Phi_U}{\Phi_U} = \frac{2 \pi^2 \lambda \phi L^4 (T_D - T_U) \rho \nu (h_U - h_0)}{\Phi_U}. \]  

(31)

The scalings for axisymmetric geometry are shown in Figure 5 and give similar results to those for Cartesian geometry. In axisymmetric geometry, a residence time \( t_R \sim 10 \) years is consistent with a total power output \( \Phi_U \sim 10 \) MW, a reaction zone permeability \( k_R \sim 10^{-14} \) m² and conductive layers with thicknesses between 30 and 100 metres.

7. Do hydrothermal systems maximise the overall rate of heat transfer?

In the sections above we constructed a simple model for the structure of a hydrothermal convection cell. The model
cell operates between a driving temperature $T_D \leq 1200^\circ\text{C}$ and a cold temperature $T_C \approx 0^\circ\text{C}$. The model requires values for the driving temperature $T_D$ and the upwelling temperature $T_U$ to be chosen. Empirical evidence and numerical simulations suggest that $T_U \approx 400^\circ\text{C}$ in real seafloor systems, and so we chose to set $T_U = 400^\circ\text{C}$ in the previous sections. We now consider whether there is any physical basis for this choice by considering the overall rate of heat transfer (i.e. the power output $\Phi_U$) of the hydrothermal cell.

In the model convection cell, the total power output of the hydrothermal system depends on the driving temperature $T_D$ and the upwelling temperature $T_U$ in the same manner in both Cartesian and axisymmetric geometries (equations 19 and 29). In both cases, this dependence takes the form

$$\Phi_U \propto [F_U(T_D - T_U)^2]^{1/3}.$$  \hspace{1cm} (32)

This dependence of total power output on upwelling temperature is shown in Figure 6a – for pure water at hydrothermal pressures as well for a hypothetical Boussinesq fluid – in the case where $T_D = 1200^\circ\text{C}$. When the full thermodynamic properties of water are retained, the total power output is seen to be maximised when the upwelling temperature is about $400^\circ\text{C}$. It follows that the upwelling temperature that is observed in real systems ($T_U \approx 400^\circ\text{C}$) is approximately equal to the value $T_U;\text{max}$ that maximises the total power output in our model system. Figure 6b shows, furthermore, that this result holds for any value of the driving temperature $T_D$ up to the maximum possible value $1200^\circ\text{C}$ – the upwelling temperature $T_U;\text{max}$ that maximises the power output is approximately $400^\circ\text{C}$ for any driving temperature between $\approx 500^\circ\text{C}$ and $\approx 1200^\circ\text{C}$. This behaviour is a consequence of the nonlinear thermodynamic properties of water. (In the case of a Boussinesq fluid, the upwelling temperature that maximises power output is simply the arithmetic mean of the cold temperature and the driving temperature: equations 14 and 32 give $T_U;\text{max} = (T_C + T_D)/2$.) In the light of these observations, we note that (1) it is possible to ‘choose’ a value for the upwelling temperature $T_U$ by maximising the power output $\Phi_U$ and (2) this choice is essentially independent of the driving temperature $T_D$. But is there any physical justification for this procedure?

For some years it has been speculated that convective systems achieve a steady state in which the overall heat transport is maximised, subject to the constraints imposed on the system. Originally, this hypothesis was formulated in the context of the spacing of plumes in turbulent convection in a pure fluid [Malkus, 1954; Howard, 1963; Howard, 1964] but the idea has been extended to the case of convection in a porous medium [Busse and Joseph, 1972]. In the context of hydrothermal systems, the so-called ‘Malkus hypothesis’ has been discussed in relation to the ‘preferred’ spacing between hydrothermal plumes [Wilcock, 1998]. Here we speculate that it might be reasonable to extend the concept to the emergence of a ‘preferred’ upwelling temperature. Recently, arguments from statistical mechanics have been used to derive a general ‘Principle of Maximum Entropy Production’ for arbitrary dissipative systems which, if true, implies that convective systems achieve steady states in which the overall rate of heat transport is maximised subject to any external constraints [Dewar, 2003; Lorenz, 2003]. This is an interesting area of active research, but it is not yet clear whether or not convective systems really do behave in this way. Nonetheless, it is safe to make the following statement: if convective systems do maximise heat transfer in the steady state, and if our model is reasonable, then the upwelling temperature in a real hydrothermal system would have to be $T_U \approx 400^\circ\text{C}$ for any driving temperature $T_D \geq 500^\circ\text{C}$.

8. Conclusions

It has been shown that a simple 2-d model of hydrothermal convection is sufficient to reproduce many of the expected features of a hydrothermal convection cell, providing that the full nonlinear properties of water are retained. The model, which does not rely on inhomogeneous permeability or phase separation, is able to reproduce the thin reaction zone and vent temperatures limited to $400^\circ\text{C}$ which are characteristic of all seafloor hydrothermal systems. This suggests that the dynamics associated with inhomogeneous permeability or phase separation are not required in order to

---

**Figure 6.** The power output of a porous convection cell containing pure water (solid lines) and a Boussinesq fluid (dashed lines). (a) The total power output $\Phi_U$ as a function of upwelling temperature $T_U$ (equation 32) with $T_D = 1200^\circ\text{C}$ and $T_C = 0^\circ\text{C}$. Similar results are obtained for other values of $T_D \leq 1200^\circ\text{C}$. (b) The temperature $T_U;\text{max}$ that maximises the total power output $\Phi_U$ as a function of driving temperature $T_D$. 

---

**Figure Caption:** The power output of a porous convection cell containing pure water (solid lines) and a Boussinesq fluid (dashed lines). (a) The total power output $\Phi_U$ as a function of upwelling temperature $T_U$ (equation 32) with $T_D = 1200^\circ\text{C}$ and $T_C = 0^\circ\text{C}$. Similar results are obtained for other values of $T_D \leq 1200^\circ\text{C}$. (b) The temperature $T_U;\text{max}$ that maximises the total power output $\Phi_U$ as a function of driving temperature $T_D$. 

---
explain convection cell structure, although both phenomena are undoubtedly important in active hydrothermal systems. The scaling analysis presented takes account of the non-linear thermodynamic properties of water where possible. It has been shown how the length scales, residence times and total power output of a hydrothermal system depend on its power output.

**Notation**

- $c_p$: specific heat capacity (cold water) (4.2 kJ.kg$^{-1}$.K$^{-1}$)
- $F$: ‘fluidity’ (J.m$^{-5}$)
- $F_U$: ‘fluidity’ of upwelling water (1.2·10$^{16}$ J.m$^{-5}$)
- $g$: gravitational acceleration (9.8 m.s$^{-2}$)
- $H$: depth of magma chamber (1000 m)
- $H_I$: thickness of magma chamber (500 m)
- $H_R$: thickness of reaction zone (m)
- $h$: specific enthalpy of water (J.kg$^{-1}$)
- $k_d$: permeability in discharge zone (m$^{2}$)
- $k_R$: permeability in reaction zone (m$^{2}$)
- $L$: half–width of magma chamber (500 m)
- $L_D$: half–width of discharge zone
- $p$: pressure (Pa)
- $r$: radial coordinate (m)
- $T_0$: seawater temperature (2°C)
- $T_M$: temperature of magma chamber (1200°C)
- $T_U$: temperature of upwelling water (400°C)
- $T_V$: vent temperature (350°C)
- $\tau_R$: residence time in reaction zone (s)
- $u$: horizontal Darcy velocity (m.s$^{-1}$)
- $w$: vertical Darcy velocity (m.s$^{-1}$)
- $z$: vertical coordinate (m)
- $\alpha$: thermal expansivity of cold water (5·10$^{-4}$ K$^{-1}$)
- $\beta$: ideal gas parameter (2.3·10$^{-3}$ kg.K$^{-1}$)
- $\gamma$: Arrhenius equation parameter (3.3 K)
- $\lambda$: thermal conductivity (2 W.m$^{-1}$.K$^{-1}$)
- $\mu_0$: dynamic viscosity of cold water (1.27·10$^{-3}$ Pa.s)
- $\rho_0$: density of cold water (1025 kg.m$^{-3}$)
- $\Phi_U$: power output (W)
- $\phi$: porosity (0.1)
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