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There is a remarkable difference between the maximum tempera-
ture of black smoker ef¯uent (350 8C±400 8C) and the temperature
of the solidifying magma which heats it (,1,200 8C)1±3. It has been
suspected4 for some time that the nonlinear thermodynamic
properties of water5 might be responsible for this discrepancy.
Here, we translate this hypothesis into a physical model, by
examining the internal temperature structure of convection cells
in a porous medium. We demonstrate that, at pressures appro-
priate to sea¯oor crust, plumes of pure water form naturally at

,400 8C for any heat source with temperature greater than
,500 8C. Higher temperatures are con®ned to a boundary layer
at the base of the convection cell, where the ¯ow is horizontal. The
phenomenon is explained analytically using the thermodynamic
properties of water, and is illustrated by numerical simulations.
Our model predicts the existence of the high-temperature `reac-
tion zone' found in ophiolites6 and suggests that vent tempera-
tures will remain steady as magma chambers solidify and cool7.

Three mechanisms to limit black smoker temperatures have been
proposed. The ®rst suggestion is that high-temperature rock
(greater than, say, 500 8C) is effectively impermeable, because its
ductile nature prevents the formation of cracks8,9. The second is that
high-temperature rock becomes impermeable over time, either by
mineral precipitation4,10, or by thermal expansion11. The third
hypothesis is that the temperature cap is imposed by the thermo-
dynamic properties of water. The ®rst two mechanisms work by
restricting ¯ow to suf®ciently cool regions of the crust. In contrast,
the third mechanism allows ¯uid to ¯ow at all temperatures within
the crust, but limits the temperature of the ¯uid expelled at the
sea ¯oor.
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Figure 1 The steady-state temperature distribution in a convection cell at sea ¯oor

pressures. The top boundary (z � 1;000 m) represents the sea¯oor and is permeable.

Here, the pressure is held at 25 MPa (equivalent to ,2.5 km below the sea surface). The

temperature boundary condition is T � 10 8C where ¯ow is downwards, and ]T =]z � 0

where ¯ow is upwards. The side boundaries for the simulation are at x � 2 1;700 m and

x � 1;700 m (beyond the range of these ®gures), suf®ciently distant that they do not

in¯uence the solution near the heater. They are held at T � 10 8C and cold hydrostatic

pressure. The bottom boundary (z � 0) is impermeable. A gaussian (bell-shaped)

temperature pro®le is imposed, representing a magma chamber. The temperature on

z � 0 runs from `cold' (10 8C) at the sides to `hot' (1,200 8C) in the centre. Parameters for

the simulation are a porosity of 10%, permeability k � 102 14 m2, thermal conductivity

l � 2:0 Wm2 1 K2 1. a, The overall temperature structure of the convection cell, showing

the distinction between the boundary layer and the plume. Isotherms from 100 8C to

1,100 8C are drawn, in increments of 100 8C. Flow vectors are omitted for clarity. Flow is

downwards at the sides, towards the centre at the base and upwards in the centre.

b, A close-up view of the ¯ow regime and temperature structure inside the boundary layer,

showing the bottom 100 m of the domain. Isotherms from 200 8C to 1,100 8C are drawn,

in increments of 100 8C. Vectors are of Darcy velocity.
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Previous studies have shown how the thermodynamic properties
of water affect the onset of convection12 and the overall rate of heat
transfer13,14 in convection cells operating across a small temperature
difference (,10 8C). Given a ®xed temperature difference, convec-
tion cells operating near the critical point of water (,22 MPa,
,374 8C) transfer heat much more rapidly than cells at other
temperatures. Such `superconvection' suggests that hydrothermal
systems should be able to transfer heat effectively, but it is insuf®-
cient to explain the limit to vent temperatures. Real systems operate
between ,10 8C and ,1,200 8CÐa large temperature differenceÐ
and vent at a particular temperature (,400 8C). To explain this, we
investigate the internal temperature structure of the cell rather than
the overall heat transfer.

A numerical simulation can be used to illustrate the thermal
structure of convection cells15 (Fig. 1). This simulation uses para-
meter values appropriate to sea¯oor systems. However, analysis of
the governing equations shows that the main feature of the
temperature structure depends solely on the thermodynamics of
water, and not on the details of the parameterization. To isolate the
phenomenon under discussion, all previously suggested tempera-
ture-limiting mechanisms are excluded, and the crust is taken to be
homogeneous and isotropic. Simulations were performed with the
software package HYDROTHERM16 (available at http://water.usgs.
gov/software/hydrotherm.html), modi®ed to enforce a thermal
boundary condition that is relevant to sea¯oor systems17. (Hot
ef¯uent emerges from an otherwise cold sea¯oor, so a ®xed-
temperature boundary condition is not always appropriate.
Consequently, the condition ]T/]z = 0 is imposed on the sea ¯oor
where ¯ow is upwards, and T = 10 8C is imposed where ¯ow is
downwards).

The governing equations are Darcy's law18, an equation of state
for pure water19±22 and the conservation of mass and energy in a
porous medium18. Convection is initiated by a `heater' along part of
the bottom boundary23, which represents the top of a magma
chamber. For simplicity, the heater imposes a gaussian (bell-
shaped) temperature pro®le which runs from `cold' (T0) at the
sides to `hot' (T0 + DT) at the centre. The heater is `switched on' at
time zero, when the domain is cold (T = T0) and at hydrostatic
pressure. Time-dependent solutions for the temperature and pres-
sure ®elds are calculated and allowed to evolve until a steady state is
reached.

A typical steady-state solution with T0 = 10 8C and (T0 + DT) =
1,200 8C is shown in Fig. 1. There is a thin boundary layer of very hot
¯uid (500 8C to 1,200 8C) at the base of the convection cell. This
layer, in which ¯ow is horizontal, can be compared with the
`reaction zone' observed in ophiolites, for which similar tempera-

tures have been inferred6. The temperature of the plume is about
400 8C. Similar plume temperatures were obtained for other sys-
tems dominated by convection, with T0 = 10 8C and (T0 + DT) .
,500 8C, including systems with anisotropic permeability. It fol-
lows that vent temperatures could remain steady as a magma
chamber solidi®ed and cooled, dropping only when the heat
source fell below ,500 8C.

It appears that plumes have a natural tendency to form at
,400 8C, given a suf®cient heat source and sea¯oor pressures.
The explanation for this phenomenon lies in the balance between
conduction and advectionÐthe two mechanisms which transport
energy in a convection cell.

In the model (Fig. 1), the temperature T and pressure p are
functions of position x = (x,z). Thermal gradients produce a
conductive heat ¯ux -l=T, where l is the thermal conductivity.
Fluid motion creates an advective heat ¯ux rhu, for water of
density r, speci®c enthalpy h and Darcy velocity u. In the conserva-
tion of energy equation18, the rate of change of energy per unit
volume is given by the negative divergence of the total heat ¯ux, or
2 =×�rhu 2 l=T�. This can be split into two terms, 2 =×�rhu� and
l=2T, which are rates of accumulation of energy per unit volume,
due to advection and conduction respectively. At any point in the
cell, the relative importance of these two mechanisms can be
expressed by the ratio RaL�x; t� � j=×�rhu�=l=2Tj. This ratio mea-
sures the in¯uence of ¯uid motion on the evolution of the
local temperature ®eld, and could logically be labelled the `local
Rayleigh number'. (Traditionally, a single parameterÐthe `Rayleigh
number'Ðis de®ned for the whole cell12. Here, a `local Rayleigh
number' has been assigned, independently, to each point in the
cell.) If RaLp1, conduction dominates over advection, and the
temperature evolves independently of any ¯uid ¯ow. Conversely,
where RaLq1, advection is strong enough to in¯uence the tem-
perature ®eld, and the isotherms can be distorted away from a
pattern dominated by conduction. Advective distortion of the
isotherms marks the separation of the plume from the boundary
layerÐindeed, it is what de®nes the plume on a plot of the
temperature ®eld (Fig. 1). To discover where plumes will appear,
it is important to know where RaL is largest.

After the heater is switched on, a thermal signal propagates
upwards (Fig. 2). For the period before plume formation (Fig. 2a
and b), the approximate magnitudes of the energy accumulation
terms can be calculated. Let d be the distance that the signal has
penetrated into the domain, that is, the vertical range over which the
temperature drops from `hot' (T0 + DT) to `cold' (T0). Suppose that
|rhu| is of order ©. Hence |=×(rhu)| is of order ©/d, and jl=2Tj is of
order lDT/d2. Consequently, RaL is of order (©/lDT)×d, and so

Figure 2 Early stages of the simulation, at the bottom of the domain shown in Fig. 1.

a, Colour plot of the local Rayleigh number RaL, before plume formation. The regions of

greatest RaL indicate where plumes are likely to form. b, The temperature and ¯ow ®elds

before plume formation. The thermal structure is governed by conduction alone.

Convective motion exists, but it does not in¯uence the temperature ®eld. c, The

temperature and ¯ow ®elds after plume formation. Advection has begun to distort the

thermal structure. (As the simulation progresses to steady state, these two plumes

coalesce to form the single plume in Fig. 1.) Isotherms are drawn from 100 8C (top) to

1,100 8C (bottom) in increments of 100 8C. Vectors are of Darcy velocity.
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scales linearly with the vertical length scale d. Just before plume
formation, d is suf®ciently small that RaL is everywhere of order
unity (Fig. 2a). Note that RaL is greatest near the 400 8C isotherm. A
short time later, when d, and hence RaL, have increased slightly,
plumes appear at about 400 8C (Fig. 2c).

By making some simpli®cations, it is possible to estimate the
temperature at which RaL is maximized, just before plume forma-
tion. Temperature gradients are nearly uniform (Fig. 2b). It follows
that the maximum value of RaL is controlled by the maximum value
of |=×(rhu)|. By analogy with convection in a U-shaped pipe24, a
convection cell can be divided into a cold `down¯ow limb' and a hot
`up¯ow limb'. The vertical pressure gradient must be suf®ciently
small for cold water to ¯ow down the down¯ow limb, and
suf®ciently large for hot water to ¯ow up the up¯ow limb. Hence,
the pressure gradient lies between hot hydrostatic and cold hydro-
static. The permeability is the same in both limbs, but the total
resistance to ¯ow is much greater in the up¯ow limb because of its

smaller cross-sectional area (Fig. 1). It follows that the pressure
gradient will be much closer to cold hydrostatic than hot hydro-
static. Hence ]p/]z < -r0g, where r0 is the density of cold water.
Suppose that the advective heat ¯ux rhu is dominated by its vertical
component, which by Darcy's law18 is -k(]p/]z + rg)rh/m, for
permeability k, gravitational acceleration g, and dynamic viscosity
m. An approximate expression for the advective energy accumula-
tion is then:

2 =×�rhu� <
]

]z

�r0 2 r�rh

m

� �� �
×�2 gk�

Denoting (r0 ± r)rh/m by F, it follows that RaL should be
maximized where |]F/]z| is maximized. The quantity F has been
termed `¯uxibility'1 and measures the ability of buoyancy-driven
water to transport energy. Fluxibility is a function of the thermo-
dynamic state of the water (r0 is constant and r, m and h are known
as functions of pressure and temperature from steam tables19±22).
Figure 3a shows how ¯uxibility depends on pressure and tempera-
ture over an appropriate range. In a sea¯oor hydrothermal system,
the ¯uxibility varies greatly with temperature, but little with
pressure. Before the formation of a plume, temperature is approxi-
mately a linear function of height (Fig. 2b). Thus, |]F/]z| should be
maximized roughly where |]F/]T| is maximized.

Figure 3c shows clear peaks in |]F/]T| at ,384 8C (p = 25 MPa)
and ,412 8C (p = 35 MPa). These are the temperatures at which
plumes would separate from the boundary layer under the simplify-
ing assumptions. They are remarkably close to the plume tempera-
tures in the numerical simulation (Fig. 1a and b, Fig. 2c).

This analysis uses the properties of pure water, because values of
r, m and h are not available for salt water over all of the required
temperature range4,25. When such data become available, the calcu-
lation should be repeated for salt water. It seems likely4 that the
peaks in the |]F/]T| curves would be shifted to higher temperatures
by about 30 8C. Nonetheless, the use of pure water has one de®nite
advantage. At pressures greater than 22 MPa (sea¯oor depth ,2.2
km), pure water is a single-phase ¯uid. Hence, the complication of
phase separation has been removed from this analysis, and it has
been possible to demonstrate a temperature-limiting mechanism
that is independent of `phase-separation' or `two-phase effects'.

Three differences between this approach and classical studies of
porous medium convection26 should be noted. First, convection is
not here generated by a uniformly heated lower boundary. The
presence of both `hot' and `cold' at the base of the cell ensures that
there is always a horizontal temperature gradient and associated
¯uid ¯ow. The point of interest is not the onset of convective
motion, but the onset of convective distortion of the temperature
®eld. Second, no use is made of the Boussinesq approximation27,
under which the advective heat ¯ux would be simpli®ed to r0hu.
The true value rhu is used here because r can vary from r0 by a
factor of 25. Thirdly, this analysis abandons the traditional Rayleigh
number27, which is an overall balance between advection and
conduction, in favour of a local Rayleigh number giving the balance
at each point in the cell. This permits a discussion of the precise
position (equivalently, temperature) at which plumes form.

At a given pressure, and given a suf®cient source of heat, a plume
is likely to form at the temperature of maximum ¯uxibility gradient
(Fig. 3c). Hence, if ambient pressures are known, plume formation
temperatures could be inferred for single-phase hydrothermal
systems. Vents may be cooler than this plume-formation tempera-
ture because of conductive losses from the ascending ¯uid, but they
cannot be hotter. M
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The formation mechanism of terrestrial planetary cores is still
poorly understood, and has been the subject of numerous experi-
mental studies1±3. Several mechanisms have been proposed by
which metalÐmainly iron with some nickelÐcould have been
extracted from a silicate mantle to form the core. Most recent

models involve gravitational sinking of molten metal or metal
sulphide through a partially or fully molten mantle4,5 that is often
referred to as a `magma ocean'. Alternative models invoke percola-
tion of molten metal along an interconnected network (that is,
porous ¯ow) through a solid silicate matrix6,7. But experimental
studies performed at high pressures1±3 have shown that, under
hydrostatic conditions, these melts do not form an interconnected
network, leading to the widespread assumption that formation of
metallic cores requires a magma ocean. In contrast, here we
present experiments which demonstrate that shear deformation
to large strains can interconnect a signi®cant fraction of initially
isolated pockets of metal and metal sulphide melts in a solid
matrix of polycrystalline olivine. Therefore, in a dynamic (non-
hydrostatic) environment, percolation remains a viable mech-
anism for the segregation and migration of core-forming melts in
a solid silicate mantle.

Percolation of core-forming melts by porous ¯ow through a
silicate matrix has until now been largely been ruled out as a possible
melt segregation mechanism: this has been on the basis of micro-
structural observations of the distribution of metal sulphide melts
in silicate samples that were hydrostatically annealed at high
pressures and temperatures1±3. Such observations of melt±solid
microstructures are commonly interpreted in terms of the dihedral
angle v, the angle between two neighbouring grains of the solid
matrix in contact with melt. This angle is determined by the value of
the solid±melt interfacial energy, gsm, relative to the value of the
solid±solid interfacial energy, gss, according to the relation:

gsm=gss � 2cos�v=2�

For v . 608 (that is, large relative values of the solid±melt interfacial
energy), the melt does not wet triple junctions, so that percolation is
impossible unless the melt fraction exceeds a critical value that
increases with increasing dihedral angle8. For 0 , v , 608, the melt
phase forms an interconnected network along triple junctions, even
at small melt fractions, such that complete drainage of melt by
percolation through the solid matrix is possible.

The argument against percolation as a core-forming mechanism
is based on the observation that the dihedral angle for metal
sulphide melt in the silicate matrix is greater than 608 (refs 1±3).
In these high-pressure studies, powders similar in composition to
the mantle (that is, olivine with the addition of iron and nickel and
iron±nickel sulphides) and powders of a chondritic meteorite
believed to be similar in composition to the primitive mantle of
Earth were subjected to pressures ranging from 2 to 20 GPa and
temperatures of 1,210 to 1,710 8C; these temperatures are higher
than the melting point of the metal alloys and metal sulphides, but
below the melting point of olivine. Dihedral angles ranged from 708
to 1258; this shows that the metallic melt is not interconnected, as
long as the melt fraction does not exceed a critical value.

For a metallic melt content greater than this critical value in the
early Earth, the melt would have been interconnected; melt would
have drained to the core until the critical melt fraction was reached
in the mantle. At this point, drainage would have ceased, stranding
the remaining metallic melt. In theory, the critical melt content is
,6 vol.% (for a dihedral angle of 1008)4,8, whereas electrical
conductivity experiments place the critical melt content for the
olivine±iron system at 10±25% (ref. 9). These values are much
larger than the amount of metal stranded in the present-day Earth's
mantle10. In view of the large values measured for the dihedral angle,
several authors have concluded that percolation is not a feasible
mechanism for the extraction of core-forming melts from the
mantle1±3. Consequently, they argue that a signi®cant degree of
silicate melting is required to ef®ciently segregate metal-rich melt
from a silicate matrix.

The limitation of this conclusion is, as pointed out by Stevenson4,
that it is based on experiments carried out under hydrostatic
conditions. In contrast, an evolving mantle would not be static,
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