
1. Introduction
The early Eocene epoch featured one of the warmest climates over the last 100 million years, with global-mean 
temperatures some 13°C higher than today (Burke et al., 2018). In addition to its intrinsic interest, the climate of 
the Eocene may provide lessons for our future as the warmest simulations of the high emission scenarios lead to 
similar levels of warming by 2,300 (Burke et al., 2018, e.g.). The carbon dioxide (CO2) concentration during the 
Eocene is rather uncertain, but estimates usually put it at between about 1,200 and 2,500 ppm, which is approx-
imately 4–9 times pre-industrial levels (Anagnostou et al., 2020). We use these estimates for our study, other 
estimates of Eocene CO2 concentrations are more constrained, with Rae et al. (2021) estimating levels at 3.7–6.8 
times 300 ppm with 95% certainty. For comparison, the CO2 concentration in 2021 was about 415 ppm. It is these 
increased levels of CO2 that are almost certainly the primary reason for the warm temperatures of the Eocene.

The Eocene equator-to-pole surface temperature gradient is harder to understand, for this was remarkably low 
with annual-mean temperatures around 35°C at the equator and 15°C at high latitudes (Zhu et al., 2019), compared 
to 28°C and −10°C respectively today. Furthermore, the high-latitude land surface temperature seasonality was 
much reduced, with winter temperatures seemingly above 0°C (even over land) and summer temperatures around 
25°C in Arctic Canada at 79°N (Eberle et al., 2010). The same rough location today (Ellesmere Island) has an 

Abstract The climate of the early Eocene was characterized by much higher temperatures and a smaller 
equator-to-pole surface temperature gradient than today. Comprehensive climate models have been reasonably 
successful in simulating that climate in the annual average. However, good simulations of the seasonal 
variations, and in particular much warmer Arctic winters over land, have proven more difficult. Further, 
while increased greenhouse gases seems necessary to achieve an Eocene climate, it is unclear whether there 
is a unique combination of factors that leads to agreement with all available proxies. Here we use a very 
flexible General Circulation Model to examine the sensitivity of the modeled climate to differences in CO2 
concentration, land surface properties, ocean heat transport, and cloud extent and thickness. Even in the 
absence of ice or changes in cloudiness, increasing the CO2 concentration leads to a polar-amplified surface 
temperature change because of increased water vapor levels combined with the lack of convection at high 
latitudes, with the nonlinear dependence of longwave radiation on temperature amplifying the increase in winter 
over land. Additional low clouds over Arctic land generally decrease summer temperatures and further increase 
winter temperatures (except at very high CO2 levels). An increase in the land surface heat capacity, plausible 
given large changes in vegetation, also decreases the Arctic land seasonality. Thus, different combinations of 
factors—high CO2 levels, changes in low-level clouds, and an increase in land surface heat capacity—can lead 
to a simulation within the proxy uncertainty range of the majority of proxy data.

Plain Language Summary During the early Eocene, some 50 million years ago, the Earth was 
approximately 13°C warmer and the equator-to-pole surface temperature difference was much smaller than 
it is today. We now have proxy data on the surface temperature at different latitudes and the seasonality of 
the surface temperature (for land at high-latitudes), the amount of carbon dioxide in the air, the nature of 
the vegetation, and the land configuration. However, much of this data is quite uncertain. Modern climate 
models have been used to estimate what the Eocene climate was like, but they are complicated to use, hard to 
understand, and in some ways are tuned to the present climate. Here we use a simpler, more flexible climate 
model to simulate the Eocene climate and examine how differences in the CO2 concentration, land surface 
properties, ocean heat transport, and cloud extent and thickness affect the simulated climate. We find that, 
while increased CO2 is a necessary condition to achieving an Eocene climate, different combinations of 
surface albedo, cloudiness, and surface heat capacity of land can lead to simulations that are within the proxy 
uncertainty range of the majority of proxy data, including the reduced seasonality of Arctic land temperatures.
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average winter temperature of −40°C and an summer temperature of 3°C. That is to say, not only was the Eocene 
climate much warmer than that of today, but the warming was amplified at high latitudes and further amplified in 
winter. A similar polar amplification effect occurs in simulations of anthropogenic global warming (Holland & 
Bitz, 2003) and the mechanisms of that are now becoming more clear, as reviewed by Taylor et al. (2021). While 
the surface albedo feedback from melting snow and sea ice is an important component of polar amplification in 
today's climate, models show the amplification even when this process is turned off (Graversen & Wang, 2009, 
e.g.). This is mainly due to the increase in atmospheric humidity, which leads to an increase in greenhouse effect 
and an increase in moist atmospheric energy transport, both of which produce a surface-enhanced warming in the 
absence of convection at high latitudes (Cronin & Jansen, 2016; Henry et al., 2021).

The Eocene picture was confused because early proxy reconstructions of Eocene climates suggested that temper-
atures at low latitudes increased far less than temperatures at high latitudes, so much so that climate models strug-
gled to represent the apparently much reduced equator-to-pole temperature gradient (Huber et al., 2003, e.g.). 
However, the reduction in meridional temperature gradient seems to have been overestimated, with more recent 
estimates of tropical temperatures indicating that low-latitude temperatures were higher than was previously esti-
mated (Pearson et al., 2007), even if still increasing less than high-latitude temperatures. Recent climate models 
now show a reasonable match with Eocene proxies in surface temperature gradient (Huber & Caballero, 2011; 
Lunt et al., 2021) at least on the annual average, although the level of CO2 that climate models require to repro-
duce Eocene temperatures is somewhat higher than the proxies suggest. The required level of CO2 would be lower 
if there were an increase in absorbed solar radiation (i.e., a reduced planetary albedo) and that might be achieved, 
for example, through a decrease in aerosol production leading to a decrease in cloud condensation nuclei and a 
reduction in cloud cover (Carlson & Caballero, 2017; Kiehl & Shields, 2013). The warming from CO2 could also 
potentially lead to a reduction in cloud cover which reduces the planetary albedo (Zhu et al., 2019). However, 
there is still considerable uncertainty as to whether these effects are plausible and sufficient.

Even supposing that annual average Eocene temperature can be reproduced by climate models, difficulty arises 
when trying to understand the seasonality of Arctic temperatures. Various proxies (Eberle et al., 2010; Green-
wood & Wing, 1995) indicate a much lower seasonal variation of temperature and suggest that, even over land, 
temperatures did not fall below 0°C for extended periods of time. Various mechanisms have been proposed to 
increase Arctic surface warming in climate models, some of which may also decrease Arctic land temperature 
seasonality. These include increased stratospheric clouds (Sloan & Pollard, 1998), an Arctic convective cloud 
feedback (Abbot & Tziperman, 2008), and Arctic low land clouds (Cronin et al., 2017; Hu et al., 2018), but how 
these mechanisms quantitatively fit in the overall picture of the Eocene climate is less well understood. Thus, 
whereas recent model simulations of the early Eocene, as described by Lunt et al. (2021), consistently ascribe the 
general increase in temperature to increased levels of CO2 (as expected), the mechanisms of polar amplification 
and winter warmth are less clear. Even in cases where aspects of the simulations match the proxies, we do not 
always understand why: for example, to what degree is the dominant effect one of a change in cloud cover or 
type, or a change in surface boundary condition, or a change in the general circulation, or some other effect? Not 
only is understanding such a climate challenging in itself, but it may also inform our understanding of potentially 
warm future climates. Tierney et al. (2020), for example, argue that since the Equilibrium Climate Sensitivity 
(ECS) increases as the base state climate warms from today's value, modeling the Eocene climate can provide key 
constraints on the range of plausible ECS values.

Our goal in this paper is to clarify the conditions required to reproduce an Eocene climate, with particular atten-
tion to the seasonal cycle and the maintenance of relatively warm winters over Arctic land. To this end we use a 
very flexible general circulation model (GCM), configured with Eocene land and topography, that enables us to 
independently vary CO2 levels, cloud distributions, ocean heat transport, and various land-surface parameters. 
We thereby seek to understand how these processes, separately and together, affect the global-mean temperature, 
the equator-to-pole surface temperature gradient, and the seasonality in Arctic land temperature. We begin with a 
description of the model itself (Section 2), and follow this with a description of experiments in which we change 
the surface boundary conditions (Section 3), the clouds (Section 4), the land surface heat capacity (Section 5), 
and ocean heat transport (Section 6).
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2. Model and Reference Simulations
We construct our models using the Isca climate modeling framework (Vallis et al., 2018) configured with no 
sea ice, a slab mixed-layer ocean, and a simple representation of land hydrology, and topography with Eocene 
continental outlines taken from Herold et al. (2014). Meridional ocean heat transport is represented by imposing 
an ocean surface heat flux (q-flux), which allows us to study the effects of varying its magnitude, as described 
further in Section 6. The cloud scheme (Liu et al., 2020) diagnoses large-scale clouds primarily from relative 
humidity with the addition of a simple representation of marine low stratus clouds (which have a large short-
wave effect) and a “freeze-dry” adjustment that reduces the cloud cover under the very dry conditions in polar 
regions. Stratospheric cloud changes (for which the prediction is particularly uncertain) are prescribed instead of 
dynamically predicted. As with our representation of the ocean, our purpose is to explore the effects of changing 
uncertain parameters and amounts rather than to present a single “best” simulation, and more detail is present in 
Section 4.

The model has 40 pressure levels and the model top is at 3 Pa; this is comparable to many other climate models 
(Lunt et  al.,  2021) and is generally sufficient to adequately resolve the main tropospheric and stratospheric 
processes for our purposes. Simulations are run at spectral T42 resolution, which corresponds to approximately 
2.8° resolution at the equator. The stratospheric ozone distribution is taken from Jucker and Gerber (2017). We 
impose a seasonal cycle of insolation and use the comprehensive SOCRATES radiation scheme for both solar 
and infra-red radiation (Manners et  al.,  2017; Thomson & Vallis,  2019), which maintains good accuracy for 
CO2 levels up to a factor of 16 or more than present values. The surface albedo is set to 0.075 over ocean and 
0.15 over land which is similar to comprehensive model simulations of the Eocene (Lunt et al., 2021). Land also 
differs from oceans by its heat capacity, which we set (in our control simulations) to 0.2 m equivalent water depth 
for continents (Merlis et al., 2013) and 20 m for oceans, and by the roughness constant, which is set to be 10 
times higher over land than ocean. The ocean is assumed to have an infinite supply of water. A land evaporative 
resistance parameter (β in Equation 10 of Vallis et al. (2018)) is used to model the limited water availability of 
land, which sets the fraction of the surface evaporation flux to be a function of what it would have been if there 
was an infinite supply of water. If the parameter is set to 1, then the surface evaporation flux over land is like 
that over ocean; here, we set this parameter to 0.5. We use the Eocene's land distribution (the contour is visible 
in Figure 1), and notice that most modern day continents are recognizable, though the continental configuration 
may have an impact on ocean circulation. Convection is calculated using a simplified Betts–Miller convection 
scheme (Frierson, 2007). Large-scale condensation is parameterized such that relative humidity does not exceed 
one and condensed water immediately returns to the surface, and the cloud distribution is not directly coupled to 
the precipitation. There is no representation of snow in this model, hence it does not impact surface properties, 
such as albedo, evaporative resistance, or heat capacity.

We first describe five reference simulations with a fixed set of control parameters in which CO2 concentrations 
are set to 300 ppm, 900 ppm (3 × 300 ppm), 1,800 ppm (6 × 300 ppm), 2,700 ppm (9 × 300 ppm), and 3,600 ppm 
(12 × 300 ppm). Following that, we discuss a set of experiments where the surface albedo and land evapora-
tive resistance are modified, a set where we prescribe various high-latitude cloud distributions, a set where we 
reduce the land's surface heat capacity, a set where we test the importance of ocean heat transport by prescribing 
a meridional heat transport in the slab ocean. And, finally a set where we simulate a change in vegetation with 
an increase in land heat capacity, a decrease in albedo, and an increase in land evaporative resistance. The list 
of experiments, parameters explored, relevant manuscript sections, and abbreviations used in the figures are 
summarized in Table 1.

Figure 1 shows the annual-mean and winter (December, January, and February mean (DJF)) surface temperature 
for the 300 and 3,600 ppm simulations. At 300 ppm, the winter temperatures reach below −30°C in parts of the 
Arctic land whereas at 3,600 ppm, the winter temperatures are above zero almost over the whole Arctic land 
surface. At 2,700 ppm the temperatures fall below zero for periods in winter, as seen in Figure 2. The global-mean 
surface temperature of the 300, 900, 1800, 2700, and 3,600 ppm reference simulations is 288.4, 291.3, 293.5, 
295.5, and 297.6 K respectively. The ECS is given by the surface temperature change from a doubling of CO2, 
hence we normalize the surface temperature change by log2(ΔCO2) where ΔCO2 is the increase in CO2 between 
two experiments, as the CO2 forcing is approximately proportional to the logarithm of its concentration. The ECS 
is 1.8, 2.3, 3.3, and 5.1 K, respectively, for these simulations. This increasing climate sensitivity is consistent 
with what Caballero and Huber (2013) found, for example, The climate sensitivity for the initial increase in CO2 
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(1.8 K) is somewhat less than typical ECS estimates for the modern climate (e.g., 2.3–4.5 K from Sherwood 
et al. (2020)). This is probably due to the absence of sea ice, the melting of which leads to a positive feedback, and 
a relatively stabilizing cloud feedback, suggesting that our climate simulations may be biased cold at higher CO2 
values. Additionally, the polar amplification factor, calculated as the ratio of warming poleward of 60° and warm-
ing between 30° North and South, is 4.7, 4.0, 3.7, 2.7 for each increase in CO2. These polar amplification factors 
are low compared to comprehensive models which have a multi-model mean of 11.9 (Lunt et al., 2021), but 
these include both CO2-induced changes and changes in the boundary conditions (such as the removal of the ice 

Figure 1. Surface temperatures in control simulations with present-day and very high CO2 levels. Annual-mean surface temperature (a, c) and December-January-
February (DJF) surface temperature (b, d) for the 300 ppm (a, b) and 3,600 ppm (c, d) simulations, as labeled. Purple stars represent the location used in Figure 2c.

Experiment type Parameter range Section Abbreviation

Control simulations CO2 set to 1,3,6,9,12x preindustrial level (300 ppm) 2 CO2 only

Surface albedo Set to 0.05 over ocean and 0.10 over land (instead of 0.075 and 0.15 respectively) 3 alb 0.5

Land evaporative resistance Set to 1 instead of 0.5 3 evap 1

High-lat ocean high clouds Cloud fraction min set to 0.25, 0.5, and 0.75 between 300 and 500 hPa over high-lat ocean 4 high ocean

High-lat land low clouds Cloud fraction min set to 0.35 and 0.7 between 600 and 1,000 hPa over high-lat land 4 low land

Increased stratospheric clouds Cloud fraction min set to 0.2 between 0 and 200 hPa over high-latitudes 4 strat

No stratospheric clouds Cloud fraction max set to 0 between 0 and 200 hPa over high-latitudes 4 no strat

Land surface heat capacity Set to 0.1x ocean surface heat capacity (instead of 0.01) 5 0.1 landhc

Vegetation change Increase land heat cap (0.1), decrease albedo (0.05/0.1), increase land evap resistance (1) 5 veg

Ocean heat transport 0,1,2x prescribed meridional ocean heat transport 6 0,1,2x oht

Note. Note that each experiment type has been run with CO2 concentrations set to 1, 3, 6, 9, and 12 times preindustrial levels.

Table 1 
List of GCM Experiments With Type of Experiment, the Explored Parameter Range, the Relevant Section Number, and the Abbreviation Used in the Figures
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sheets). Hence a higher sensitivity model would have higher tropical temperatures and even higher high-latitude 
temperatures, thus better matching the proxies for ocean surface temperatures (Figure 2a).

The zonal-mean land and ocean surface temperature are compared with proxies (Barrera,  1991; Bijl 
et al., 2009, 2013; Cramwinckel et al., 2018; Creech et al., 2010; Evans et al., 2018; Frieling et al., 2014; Hines 
et al., 2017; Hollis et al., 2009, 2012, 2015; Inglis et al., 2015; John et al., 2008; Keating-Bitonti et al., 2011; 
Kozdon  et al., 2011; Lu & Keller, 1993; Pearson et al., 2007; Sluijs et al., 2006; Stott et al., 1990; Tripati et al., 2003; 
Zhu et al., 2019) in Figures 2a and 2b. The land surface temperatures are from Huber and Caballero (2011). A more 
recent data set can be found in Hollis et al. (2019), however their results are similar to those of Zhu et al. (2019) 
and comparing against this data set would not change the overall interpretation of our results. The annual-mean 
surface temperature is more or less within the proxy range for land for CO2 concentrations above 1,800 ppm (the 
root mean squared error (RMSE) is 13.0, 9.4, 7.0, 5.4, and 4.7 K for the 300, 900, 1800, 2700, and 3,600 ppm 
simulations respectively). While some proxy ocean temperature points are warmer than all simulations, simula-
tions with CO2 concentration above 2,700 ppm yield a reasonable match with proxies (the RMSE is 17.8, 15.1, 
12.9, 11.4, and 9.8 K for the 300, 900, 1800, 2700, and 3,600 ppm simulations respectively). The seasonality of 
Arctic land temperature (Figure 2c) shows that winter land temperatures are more sensitive to an increase in CO2 
(Henry & Vallis, 2021b) and that even at 3,600 ppm, the land temperature is still below 0°C in winter. We use 
an average over all land poleward of 70° North (solid). As most proxies are from samples taken on coastal areas, 
we compare this average with the seasonality for a single grid point on the coast (dashed), indicated by a star in 
Figure 1. The difference with the average of all land temperatures (solid) is modest, which is perhaps surprising. 
Choosing other points or comparing near-surface temperatures also showed a modest difference. Moreover, a 
comparison of our 3,600 ppm reference simulation with the terrestrial cold month mean temperatures from Huber 
and Caballero (2011, their figure 6) does show a fairly good match (Figure 3). The 2,700 ppm simulation is a 
little cool, and a CO2 level of 3,600 ppm is higher than most Eocene CO2 estimates, hence suggesting that in this 
configuration our model's sensitivity is rather low, as is further discussed later. With a higher sensitivity model 
we would get a better match in the annual-mean and also a better match in cold month mean land temperatures at 

Figure 2. Surface temperature for various Eocene simulations. Annual-mean ocean (a) and land (b) surface temperature for control simulations (all CO2 levels) 
compared with proxies (symbols). The root mean squared error (RMSE) between model and proxy values is 17.8, 15.1, 12.9, 11.4, and 9.8 K for ocean, and 13.1, 9.4, 
7.0, 5.4, and 4.7 K for land, for the 300, 900, 1800, 2700, 3,600 ppm reference simulations respectively. Seasonality of Arctic (poleward of 70° North) land surface 
temperature (solid) and for location pinned by the star in Figure 1 (dashed) for reference simulations (c), with proxy-derived estimate in gray. The gray represents 
the values derived from Eberle et al. (2010). The proxy values for ocean surface temperatures are compiled by Zhu et al. (2019). The land surface temperatures 
are from Huber and Caballero (2011). Atmospheric temperature change for the difference between the 300 and 3,600 ppm simulations in the annual-mean (d), 
December-January-February (DJF) (e), and June-July-August (JJA) (f), as labeled.
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high latitudes, which typically increase faster than the global-mean (Henry & 
Vallis, 2021b). The difference is not so marked that qualitatively new physics 
is needed, but that cannot be said to have been definitively established here. 
The atmospheric temperature change in the Arctic is surface enhanced in 
winter and top-heavy in the summer (Figures 2d–2f). In summer, the land 
surface gets warm enough to trigger convection which pins the atmospheric 
temperature to the moist adiabat, whereas in winter the absence of convection 
leads to surface-enhanced warming. This was explained for similar simula-
tions without clouds in Henry et al. (2021).

As noted in the introduction, atmospheric models produce polar 
amplification—meaning an enhanced warming at and near the surface at high 
latitudes—when CO2 is increased, even without changes in ice cover and our 
model has no representation of sea or land ice. To understand this, first note 
that the presence of convection in the tropics pins the atmospheric tempera-
ture profile there to the moist adiabat; this means the temperature increase is 
largest in the upper troposphere and lowest near the surface, giving a nega-
tive lapse rate feedback on surface temperature in the tropics. In contrast, at 
high  latitudes the overall increase in water vapor (due to a higher tempera-
ture and increase in meridional moisture transport) leads to surface-enhanced 

atmospheric temperature change at high latitudes and so a positive lapse rate feedback (Henry et al., 2021). The 
consequence is that, even if the mid-atmosphere meridional temperature gradient were to remain unchanged, 
there will be an effective low-level polar amplification. If sea-ice were present in the model, its loss would make 
the lapse rate feedback even more positive (Feldl et al., 2020).

In addition to polar amplification, the increased temperatures that results from the additional CO2 forcing alone 
reduces the seasonality of Arctic land temperature due to the small heat capacity of land (Henry & Vallis, 2021b). 
This effect arises from the nonlinearity of the temperature dependence of surface longwave emission, which is 
proportional to 𝐴𝐴 𝐴𝐴𝐴𝐴

4

𝑆𝑆
 where 𝐴𝐴 𝐴𝐴𝑆𝑆 is the surface temperature. Surfaces at low temperature need to warm more than 

those at high temperature in order to achieve the same increase in emission, leading to a larger increase in surface 
temperature in winter than in summer. The seasonality is naturally larger over land than ocean, because of the 
smaller heat capacity of the land, so the effect is much more pronounced over land. Increases in evaporation over 
land in summer also contribute to the winter-amplified pattern of surface temperature change. Indeed, surface 
evaporation is calculated as proportional to the difference between saturation vapor pressure calculated using 
the surface temperature and the humidity of the lowest atmospheric level (Vallis et al., 2018), and the former 
increases faster than the latter with warming in summer over land (Henry & Vallis, 2021b).

The combined effects of polar amplification and a reduction in seasonality of Arctic land temperature are 
observed in all high-CO2 simulations, regardless of the presence or otherwise of sea ice or clouds. The same 
effect is present in extended RCP8.5 simulations before and after sea ice disappears in comprehensive models 
(Henry & Vallis, 2021b). These effects are the dominant mechanisms leading to increased high-latitude surface 
temperatures over land in winter, and go a long way toward explaining the proxy measurements indicating the 
lack of extended periods of freezing in winter. However, in and of themselves they may be insufficient for us to 
be confident we have good agreement with the proxies, and for that reason we explore what additional effects 
may be important.

3. Modifying Surface Boundary Conditions
We now explore the effects of changing the surface boundary conditions. In one set of experiments, the surface 
albedo is set to 0.05 over ocean and 0.10 over land (instead of 0.075 and 0.15 respectively in the control simu-
lations), simulating a change in planetary albedo which could occur due to changes in cloud distribution or in 
surface properties such as ice cover and vegetation, but is implemented as a change in surface albedo for conven-
ience. And in another set of experiments, the evaporative resistance parameter is set to 1 enabling the land to 
evaporate as efficiently as the ocean, mimicking a swamp-like surface. Figures 4a and 4b show the ocean and land 
surface temperature respectively for these simulations. Reducing the albedo means that, at 2,700 ppm, the surface 

Figure 3. Pointwise comparison of cold month mean land surface 
temperatures between the proxy estimates taken from (Huber & 
Caballero, 2011) (black) and points taken from our reference 2,700 ppm 
(orange) and 3,600 ppm (red) simulations.
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temperature is similar to the reference simulation at 3,600 ppm and matches the proxies (Figures 4a and 4b) (the 
RMSE of the low albedo simulation at 2,700 ppm is 8.9 K for ocean and 4.6 K for land compared to 9.8 and 
4.7 K respectively for the 3,600 ppm reference simulation). The monthly temperature minimum, maximum, and 
temperature range of Arctic (poleward of 70° North) land are given in Figures 4c–4e respectively. The dark gray 
boxes denote the proxy-derived values (Eberle et al., 2010), and the light gray boxes are a feasible extension of 
these proxy-derived values as they are quite uncertain. The Arctic land temperature minimum only reaches above 

Figure 4. Simulations with modified land evaporative resistance and modified surface albedo. Ocean (a) and land (b) annual-mean surface temperature. The root 
mean squared error between model and proxy values is 17.8, 9.8, 19.0, 11.6, 16.3, 8.9 K for ocean, and 13.1, 4.7, 15.7, 6.6, 10.9, 4.7 K for land, for the 300 and 
3,600 ppm reference simulations, the 300 and 3,600 ppm “evap1” simulations, and the 300 and 2,700 ppm “alb05” simulations respectively. Seasonality of Arctic 
land temperature (c, d, and e). Difference in annual-mean top-of-atmosphere net shortwave radiation (f) and cloud radiative effect (g), and vertical sum of atmospheric 
humidity (h). In panels (a and b), the proxy values for ocean surface temperatures are compiled by Zhu et al. (2019) and the land surface temperatures are from Huber 
and Caballero (2011). In panels (c, d, and e), the gray represents the values derived from Eberle et al. (2010), and the light gray is a larger interval to account for the 
uncertainty in proxy values.
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0°C for 12 × 300 ppm and a lower surface albedo, the Arctic land temperature maximum however is within the 
proxy-derived range for all simulations.

Figures 4f and 4g show the difference in top-of-atmosphere (TOA) net shortwave radiation and cloud radiative 
effect respectively between the reference 300  ppm simulation and the increased land evaporation (blue) and 
decreased albedo (red) 300 ppm simulations. Figure 4h shows the vertical sum of specific humidity for the same 
simulations. Decreasing the surface albedo leads to more shortwave radiation being absorbed at the surface, 
hence higher net shortwave radiation at the TOA (Figure 4f). The shortwave cloud radiative effect depends on 
the albedo difference between the cloud and the surface, hence decreasing the surface albedo also leads to a 
tropically-amplified decrease in the cloud radiative effect (Figure 4g) as the clouds' reflection of sunlight contrib-
utes more to the planetary albedo. Increasing surface evaporation over land leads to more low clouds over land 
and a more negative cloud radiative effect and less net shortwave radiation at the TOA (Figures 4f and 4g, blue). 
Note that the decrease in cloud radiative effect and net shortwave radiation at the TOA are generally higher at 
latitudes with more land (Figures 4f and 4g, blue). Finally, the atmosphere is moister in the simulation with a 
smaller surface albedo and less moist in the increased evaporation simulation (Figure 4h).

In summary, both changing the surface albedo and increasing land surface evaporation affect the amount of 
absorbed solar radiation at the TOA, hence affect the global mean and Arctic warming, as well as atmospheric 
humidity. Decreasing the surface albedo increases absorbed solar radiation, warms the planet, and increases 
atmospheric humidity. Increasing surface evaporation increases the amount of low clouds over land. This cools 
the climate in the tropics and midlatitudes due to an increase in the shortwave cloud radiative effect, which in turn 
leads to a reduction in specific humidity over the whole planet including the Arctic (Figure 4h). Hence there is a 
reduction in the greenhouse effect and a reduction in Arctic land temperature even in winter when the shortwave 
cloud radiative effect is not active. Note that if the low clouds are increased only over the Arctic land, this leads 
to warming in winter (as shown in Section 4) as there is an increase in the greenhouse effect from the additional 
clouds but no reduction in atmospheric humidity.

4. Effect of Various Arctic Cloud Configurations
The parameterization of clouds is one of the most uncertain aspects of climate modeling, especially but not only 
for climates different from that of today. Even the most sophisticated cloud scheme cannot be guaranteed to give 
realistic results for the Eocene and we therefore explore how variations in cloud parameters and amounts affect 
the climate at various levels of CO2.

We first look at the effects of some parameter changes in the cloud scheme. In our scheme the effective radius of 
liquid and ice cloud droplets is set to 14 and 25 microns respectively, and the in-cloud liquid water mixing ratio 
is set to 0.18 g/kg, and these are kept fixed, as in Liu et al. (2020). The cloud fraction is then estimated based 
on the relative humidity, and a “freeze-dry” scheme adjusts that estimate for the very cold and dry conditions 
of the polar regions. Since these regions are a focus of this study, we test the sensitivity of the simulations to 
the freeze-dry scheme parameters. Specifically, if the cloud fraction is below a given threshold, the freeze-dry 
scheme further decreases the cloud fraction linearly as a function of the water vapor content. We explore the 
effect of changes to this threshold specific humidity value by setting q0 to 0.003 kg/kg and 0.012 kg/kg instead of 
its 0.006 kg/kg reference value (see Figure 4b of Liu et al. (2020)) for different levels of CO2. Figure 5 shows that 
changing q0 to 0.003 kg/kg increases the Arctic land winter temperature making it larger than −2°C year-round 
for the 3,600 ppm simulation. However, these changes are smaller than the other changes we impose, which are 
described below. Hence the freeze-dry parameter is kept at its reference value for all the experiments presented 
below.

Regarding cloud regimes, Abbot and Tziperman (2008) argue that deep convection could occur over high-latitude 
oceans in winter when they are ice-free (as is the case during the Eocene); if so, the consequent increased 
longwave cloud radiative effect could help account for the warm Arctic winters. Moreover, Cronin et al. (2017) 
argue that, as relatively warm maritime air masses are advected over Arctic land in winter the low-cloud opti-
cal thickness increases thereby suppressing surface cooling and amplifying winter Arctic land warming. These 
results are supported by single column model simulations (Cronin & Tziperman, 2015) and GCM simulations 
(Hu et  al.,  2018). Finally, for high enough CO2, Arctic stratospheric clouds can form in winter, which were 
hypothesized to be important in maintaining warm Arctic winters (Sloan & Pollard, 1998). In order to test these 
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various hypotheses as to how clouds affect Arctic warming, we prescribe increased high clouds over the Arctic 
ocean year-round in one set of simulations, and we prescribe increased low clouds over Arctic land year-round in 
another set of experiments. Additionally, we prescribe increased Arctic stratospheric clouds in one set of exper-
iments and suppress them in another. In this type of experiment, at every model timestep the minimum cloud 
fraction is set to a given value for a specified latitude and pressure range, such that the cloud fraction can exceed 
but not be below the given value. In the case where clouds are suppressed, we set the maximum value for cloud 
fraction for the specified latitude and pressure range.

The “low land” experiments consist in increasing the amount of low cloud over high-latitude land by setting 
the cloud fraction minimum to be 0.35 and 0.7 for land surfaces poleward of 60° between 600 and 1,000 hPa, 
values that are generally consistent with those presented in Hu et al. (2018). For comparison, the annual-mean 
zonal-mean cloud fraction in the control 300 ppm simulation is shown alongside the cloud fraction in the 0.35 
and 0.7 cloud fraction minimum simulations in Figures 7a–7c. The Arctic land temperature minimum, maximum, 
and range are given in Figures 7d–7f. The light and dark gray boxes are the same as in Figure 4. Low clouds 
normally have a larger effect in the visible than in the infra-red (discussed more below), and thus tend to lower the 
summer temperatures, as seen in Figure 7e. Low clouds also have a warming greenhouse effect which increases 
the winter minimum temperature, but this effect diminishes at high CO2 as the longwave opacity of the atmos-
phere increases. The net effect is to reduce the seasonality of the Arctic land temperature to being almost within 
the proxy bounds of temperature at 9 × 300 ppm and 12 × 300 ppm, although the minimum is still too low. The 
Arctic land temperature maximum is generally within proxy-derived values for levels of CO2 above 3 × 300 ppm.

The radiative effect of the imposed clouds is the difference in the top-of-atmosphere radiation budget between 
all-sky and clear-sky conditions with the temperature profile of the all-sky conditions. The difference between 
the radiative effect with the prescribed cloud described in the previous paragraph and the reference simulation 
is shown in Figure 7g for the 300 ppm simulations. As is well known, low clouds generally have a larger effect 
in the visible than in the infrared, and hence have a cooling effect, particularly when insolation is large as in 
summer. In winter at high latitudes, when the insolation is small, the infra-red dominates and the additional low 
clouds have a warming effect, albeit a small one. Thus, the net effect of the additional low clouds is to reduce the 
magnitude of the seasonal cycle. Even though the shortwave effect in summer is larger that the infra-red effect in 
winter, the impact on the land temperature is actually larger in winter than in summer (Figure 7h), because of the 
“winter-warms-more” mechanism discussed in Henry and Vallis (2021b). At high CO2, the presence of additional 
low clouds over land has little effect on Arctic winter land temperatures because the longwave opacity of the 
Arctic atmosphere is already high due to high cloudiness (Figure 6), CO2, and water vapor (not shown). Hence, 
at high CO2, the “winter-warms-more” effect is still present, but the radiative effect of additional clouds in winter 
is a lot smaller than at low CO2. Adding even more low clouds (cloud fraction higher than 0.90 e.g.) at levels 
of CO2 compatible with Eocene proxies (4–9x 300 ppm) may help with reconciling winter surface temperatures 
with their proxy values. Note that adding low clouds reduces summer temperatures at all CO2 levels through its 
shortwave effect (Figure 7e).

The “high ocean” experiments consist in increasing high clouds over high-latitude ocean by setting the cloud 
fraction minimum to 0.25, 0.5, and 0.75 for ocean surfaces poleward of 60° between 300 and 500  hPa. For 
comparison, the annual-mean zonal-mean cloud fraction in the control 300 ppm simulation is shown alongside 

Figure 5. Cloud parameter sensitivity experiment. Ocean (a) and land (b) annual-mean surface temperature, and seasonality of Arctic land temperature (c) for reference 
experiments (black) and for experiments where cloud scheme parameter q0 is set to 0.003 kg/kg (red) and 0.012 kg/kg (blue) instead of the 0.006 kg/kg reference value.
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the cloud fraction in the 0.25 and 0.75 cloud fraction minimum simulations in Figures 8a–8c. The Arctic land 
temperature minimum, maximum, and range are not changed much (Figures 8d–8f), despite the large increase in 
high clouds in the 0.75 experiment (Figure 8c). High clouds generally have a warming effect as the increase in 
longwave opacity is larger than the increase in reflected sunlight and because the reference climate has a lot of 
low-level cloudiness (Figure 8a). The additional radiative effect of high clouds is, at least in these simulations, 
relatively weak in all seasons (Figure 8g). The effect is to warm in all seasons, with more warming in winter and 
most of that over land, because of its low surface heat capacity (Figure 8h). Using a single column model of the 
Arctic with clouds, Abbot and Tziperman (2008) vary CO2 and ocean and atmospheric heat transport and find 
warm equilibria without sea ice and cold equilibria with sea ice. When sea ice is absent, there is more atmos-
pheric humidity and there is convection in winter which lead to the presence of high clouds with a strong radiative 
effect. This feedback could then explain the exceptional Arctic warmth in high CO2 climates. In our simulations, 
there is no sea ice, hence we isolate the effect of increased high clouds. And our simulations show that this effect 
is not enough to significantly increase Arctic surface temperatures.

Finally, the stratospheric cloud experiments consist in increasing and eliminating polar stratospheric clouds by 
setting the cloud fraction minimum to 0.2 and 0 respectively poleward of 60° between 0 and 200 hPa. For compar-
ison, the annual-mean zonal-mean cloud fraction in the control 300 ppm simulation is shown alongside the cloud 
fraction in the no stratospheric cloud and increased stratospheric cloud simulations in Figures 9a–9c. The Arctic 
land temperature minimum, maximum, and range are almost unchanged (Figures 9d–9f). This may be because the 
radiative effect of these clouds is very small, at least in these simulations (Figure 9g), and hence does not change 
the surface temperature (Figure 9h). This differs from the Sloan and Pollard (1998) results which showed that 
clouds with a 100% cover between 10 and 40 hPa in winter time can lead up to 20 K of local warming in regions 
of sea ice decline. The lack of warming in our simulations most likely comes from our less extreme increase in 
stratospheric clouds.

5. Modifying Land Surface Heat Capacity
In our reference simulations, the surface heat capacity of land is equivalent to an ocean mixed-layer depth of 
0.2 m, with that of ocean itself being 20 m. The value of the land heat capacity is taken from Merlis et al. (2013): 
the product of specific heat capacity and density for soil is approximately 0.2 times that of the ocean, and the 
effective diffusion depth for soil is approximately 1 m for the seasonal cycle (Pierrehumbert, 2010). Hence the 
equivalent depth of the land “mixed layer”, in terms of meters of water, is 0.2 × 1 = 0.2 m, a factor of 100 less 
than the value we use for the ocean. These values give a seasonal cycle of about the right magnitude and phase 
for the climate of today, though summer temperatures for the current climate have a slight warm bias because of 
the absence of snow in these simulations.

The characteristics of the land surface were likely quite different in the Eocene, especially at high latitudes where 
frozen soil and ice is replaced by abundant vegetation and possibly swamps and lakes. We therefore explore 
the sensitivity of our results to an increase in land surface heat capacity. Specifically, we set the mixed layer 
depth over land to 2 m instead of 0.2 m and to see how this affects the seasonal cycle at high CO2 levels. The 
increase in the “mixed layer depth” of land to 2 m leads to an increase in the surface's heat capacity, hence it 
takes more time for the surface to warm up in summer and cool down in winter and the temperature is closer to 

Figure 6. Zonal-mean cloud fraction in December, January, and February (DJF) for the control (a), 0.35 (b) and 0.7 (c) minimum low cloud fraction over Arctic land 
simulations at 3,600 ppm.
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its annual-mean year round. This does not substantially change the zonal-mean annual-mean surface temperature 
(Figures 10a and 10b compared to Figures 2a and 2b). However, the seasonal cycle of Arctic land temperature is 
much reduced, and almost consistent with proxies (dark gray box) at 2,700 ppm and fully consistent with proxies 
at 3,600 ppm (Figure 10c).

Since the increased prescribed low clouds over land led in the direction of a climate consistent with proxies 
(Figure 7), we also explore the combined effects of a higher land surface heat capacity with increased prescribed 
low clouds over land (the cloud fraction minimum is set to be 0.7 for land surfaces poleward of 60° between 600 
and 1,000 hPa). Although it does not, in fact, substantially change the winter Arctic land temperature, it does 
decrease the summer Arctic land temperature (Figure 10c) by increasing the albedo (Figure 7g); that is, it lowers 
the Arctic land seasonality, which is the main stumbling block in simulations of the Eocene climate.

Further, it was previously found that changes in Arctic vegetation can lead to simultaneous changes in surface 
albedo and soil properties, which in turn impact water vapor, clouds, and sea ice, and potentially amplify 

Figure 7. Prescribed additional low clouds over Arctic land experiments. Zonal-mean annual-mean cloud fraction for the control (a), 0.35 (b) and 0.7 (c) minimum 
high cloud fraction over Arctic ocean simulations at 300 ppm. Monthly minimum (d), maximum (e), and range (f) of Arctic land surface temperature for all three sets 
of simulations. The difference in radiative effect of clouds (g) and surface temperature change (h) between the prescribed cloud and control experiments at 300 ppm for 
Northern hemisphere winter (DJF) and summer (JJA). In panels (d, e, and f), the dark gray represents the values derived from Eberle et al. (2010), and the light gray is a 
larger interval to account for the uncertainty in proxy values.
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high-latitude warming (Swann et al., 2010). Hence, we do an additional “modified vegetation” set of simulations, 
where the land heat capacity is increased from 0.01 to 0.1 times that of the ocean (same as “0.1 landhc”), the 
albedo is decreased to 0.05 over ocean and 0.1 over land (same as “alb 0.5”), and the land evaporative resistance is 
set to 1 (same as “evap 1”). The increased land heat capacity decreases the seasonality of Arctic land, the albedo 
decrease modestly decreases the seasonality, and the land evaporative resistance increase modestly increases the 
seasonality. Combined, these three factors decrease the seasonality and make it very nearly within proxy bounds 
(Figure 10c, green), even for 2,700 ppm. This is most likely due to the dominant role of the large increase in land 
surface heat capacity. Finally, we do one last simulation with “modified vegetation” and additional low clouds 
over land for 2,700 ppm (Figure 10c, magenta). This simulation has a similar seasonality to the simulation with 
low land clouds and increased land surface heat capacity (Figure 10c, red), but with slightly higher winter temper-
atures: it is hence our “best” simulation.

Figure 8. Prescribed additional high clouds over Arctic ocean experiments. Zonal-mean annual-mean cloud fraction for the control (a), 0.25 (b) and 0.75 (c) minimum 
low cloud fraction over Arctic land simulations at 300 ppm. Monthly minimum (d), maximum (e), and range (f) of Arctic land surface temperature for all four sets of 
simulations. The difference in radiative effect of clouds (g) and surface temperature change (h) between the prescribed cloud and control experiments at 300 ppm for 
Northern hemisphere winter (DJF) and summer (JJA). In panels (d, e, and f), the dark gray represents the values derived from Eberle et al. (2010), and the light gray is a 
larger interval to account for the uncertainty in proxy values.
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6. Ocean Heat Transport
An increase in ocean heat transport has been sensibly posited to explain the reduced equator-to-pole temper-
ature difference in the early Eocene climate. For example, Hotinski and Toggweiler  (2003), using a diffu-
sive atmospheric energy balance model, argued that an open Tethyan Passage could reduce the temperature 
difference between high and low latitudes by between 5°C and 9°C. However, other studies that use dynami-
cal, three-dimensional atmospheric models have tended to find that changes in ocean heat transport are largely 
compensated by changes in atmospheric energy transport and the surface temperature is then largely unaltered, 
even over the ocean (Farneti & Vallis, 2013; Rencurrel & Rose, 2020).

We explore the importance of ocean heat transport by imposing a meridional heat flux (a “q-flux”) to the slab 
ocean that mimics equator-to-pole energy transport by the ocean, as in Figure 11c. The flux is such as to give an 
ocean meridional energy flux of about 2.5 Petawatts in the Northern hemisphere in the 1x experiment (Figure 11d). 
(Note that since land masses are not taken into consideration in the ocean energy flux calculation, the integration 

Figure 9. Prescribed Arctic stratospheric cloud experiments. Zonal-mean annual-mean cloud fraction for the control (a), increased stratospheric cloud (b), no 
stratospheric cloud (c) simulations at 300 ppm. Monthly minimum (d), maximum (e), and range (f) of Arctic land surface temperature for all three sets of simulations. 
The difference in radiative effect of clouds (g) and surface temperature change (h) between the prescribed cloud and control experiments at 300 ppm for Northern 
hemisphere winter (DJF) and summer (JJA). In panels (d, e, and f), the dark gray represents the values derived from Eberle et al. (2010), and the light gray is a larger 
interval to account for the uncertainty in proxy values.
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of the q-flux does not exactly reach zero at the North pole (Figure 11d).) We then double the magnitude of the 
flux; these changes are considerably larger than the changes that might be expected in an Eocene climate. The 
imposed ocean heat transport cools the tropics and warms the subtropics very slightly where the q-flux is imposed 
(Figure 11a). However, perhaps surprisingly, enhanced ocean heat transport barely affects the Arctic land surface 
temperature (Figure 11b). This is not to say that the ocean heat flux has little effect; thus, for example, if the 
atmosphere is responding by changing its meridional energy flux then the intensity of its circulation (and hence 
such things as the mid-latitude storm tracks) will change correspondingly; however, we do not explore that here.

7. Conclusions and Discussion
In this paper we have explored the Eocene climate using a flexible climate model that allows us to explore in 
a controlled fashion the individual and combined effects of changes in cloudiness, surface properties, ocean 
heat transport, and CO2 concentration. As well as comparing the simulation results to proxy estimates of the 
annual-mean zonal-mean surface temperature, we have explored the factors influencing the seasonality of 
high-latitude land surface temperature, with many of the proxy measurements taken from Eberle et al. (2010). 
Comparing the seasonality of the Eocene climate is quite a severe test of the verisimilitude of model simulations, 
since it is much harder to tune to observations simply by varying CO2 levels than is annual mean temperature, and 
simultaneously tuning both annual mean temperature and seasonality is still more difficult.

The relative simplicity and flexibility of our climate model (compared, e.g., with “comprehensive” models used 
for global warming studies) allows us to explore the effects of changes in parameterizations or physical proper-
ties, recognizing both the incompleteness of the proxy data (compared to observations of today) and the uncertain 
accuracy of parameterizations in climate models especially when applied to a different climate. The radiation 
scheme used in our model (SOCRATES, Manners et al., 2017) is, however, quite accurate for CO2 concentrations 
up to 32 times present day values. Our reference simulation—by which we mean simulations in which we change 

Figure 10. Increased land surface heat capacity experiments. Ocean (a) and land (b) annual-mean zonal-mean surface temperature. The root mean squared error 
between model and proxy values is 9.8, 10.8, 8.9, 8.3, 9.6, 7.4 K for ocean and 4.6, 5.3, 4.6, 4.9, 4.5, 5.8 K for land, for the “0.1 landhc” 2,700 ppm and 3,600 ppm 
simulations, the “low land, 0.1 landhc” 2,700 ppm and 3,600 ppm simulations, and the “veg” 2,700 ppm and 3,600 ppm simulations respectively. Seasonality of Arctic 
land temperature (c) for simulations with higher land surface heat capacity (blue), with higher land surface heat capacity and additional high-latitude low land clouds 
(red), with “modified vegetation” (increased land surface heat capacity, decreased albedo, and increased land evaporative resistance) (green), and with “modified 
vegetation” and additional high-latitude low land clouds (magenta) at 2,700 ppm (solid) and 3,600 ppm (dashed). In panels (a and b), the proxy values for ocean surface 
temperatures are compiled by Zhu et al. (2019) and the land surface temperatures are from Huber and Caballero (2011). In panel (c), the gray represents the values 
derived from Eberle et al. (2010).
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only the CO2 levels and leave other properties unaltered—at 12 × 300 ppm is actually reasonably close to values 
suggested by the proxies, certainly in the annual mean. A change in CO2 levels is by far the most likely cause of 
increased Eocene temperatures. However, it is shown that a change in albedo has a similar gross effect (as noted 
by Carlson and Caballero (2017) and others). Such a change could occur due to changes in cloud distribution or 
in surface properties such as ice cover and vegetation, but the extent to which this can occur remains uncertain. In 
our simulations, the simulation with a 33% reduction in surface albedo (which can be considered a large reduc-
tion) has roughly the same temperature at 2,700 ppm as the reference 3,600 ppm simulation. An albedo change 
can thus help achieve an Eocene-like climate at lower CO2 levels, but is not sufficient to be the dominant effect.

More difficulty arises in simulating the seasonal cycle, and in particular in obtaining winter temperatures that are 
more-or-less consistent with the proxies without going to CO2 levels higher than proxies suggest and that would 
in turn lead to summer temperatures that are too high. Our simulations suggest that some changes in physical 
properties of the climate system (i.e., differences from the control simulation) are needed to achieve agreement. 
Having different cloud regimes is one plausible way, and one not necessarily well captured by GCMs. To test 
that, we explored the effects of prescribing various cloud distributions over land and/or ocean. Prescribing addi-
tional high clouds over the Arctic ocean, as might occur if there were enhanced convective activity in the warmer 
climate, has only a small impact on Arctic land temperatures in our simulations and is not a major factor in better 
satisfying the proxies. Similarly, increasing stratospheric clouds also has a relatively small effect. However, the 
presence of low clouds over land can have a larger effect, depending on the season and the CO2 level. Prescribing 
additional low clouds over Arctic land increases winter Arctic land temperatures at low CO2 levels, but has little 
effect at high CO2 since the additional greenhouse effect is then relatively small. However, the increased low 
cloud does reduce summer Arctic land temperatures for all CO2 levels, bringing Arctic land seasonality closer to 
the proxies.

The physical mechanisms whereby cloud cover might change in an Eocene climate are less clear. We found that 
the wetness of the land surface did have quite a large impact on low cloud formation over land, with increasing 
wetness leading to more low cloud. This is a plausibly important effect, given that the high-latitude land surface 

Figure 11. Ocean heat transport experiments. (a) Zonal-mean surface temperature and (b) land surface temperature poleward of 70 deg N for simulations with 0x, 1x, 
and 2x the ocean q-flux shown in (c), and corresponding ocean energy flux in (d). Note that since land masses are not taken into consideration in the ocean energy flux 
calculation, the integration of the q-flux does not reach 0 at the North pole.
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in the Eocene may have been dotted with lakes and rainforest-like vegetation. Nevertheless, even with this effect, 
the only way to make the Arctic land above freezing year-round is to increase the land surface heat capacity over 
its present value by factor of 10. Although this may seem large the land heat capacity is still only 2 m equivalent 
water depth and is plausible given the difference in land-surface properties in the Eocene compared to those of 
today, where frozen land and ice cover give a very low heat capacity. If we additionally prescribe increased low 
land clouds that reduce summer Arctic land temperatures we come close to satisfying the proxies. Finally, we note 
that, perhaps surprisingly, even large changes in ocean heat transport have little impact on the zonal-mean surface 
temperature and none on Arctic land temperature seasonality (Figure 11). This is actually largely consistent with 
previous studies (Farneti & Vallis, 2013; Rencurrel & Rose, 2020).

While increased greenhouse gases seem to be a necessary condition to achieving an Eocene climate, it remains 
unclear if there is a unique combination of factors that is able to satisfy all available proxies, including the land 
surface temperature seasonality. There are, it seems, various pathways to get an Eocene climate simulation that is 
largely consistent with the various proxies.

1.  By increasing CO2 levels to 3,600 ppm the surface temperature is close to being within proxy bounds in 
the reference simulation (Figure 2). This level of CO2 is higher than what is suggested by recent proxies 
(Anagnostou et al., 2020), which have a central estimate of around 2,000 ppm with an error bar extending to 
3,000 ppm.

2.  By reducing the surface albedo by about one third (as noted, a large reduction), the temperature is close to 
being within proxy bounds (Figure 4) at 2,700 ppm instead of 3,600 ppm.

3.  Adding low clouds over high-latitude land reduces summer Arctic land temperatures for all CO2 levels and 
increases winter Arctic land temperatures only at low CO2 levels. Thus, at the higher levels of CO2 appropriate 
for an Eocene climate, low clouds reduce the seasonality and help to bring the climate closer to the proxies 
(Figure 7).

4.  Increasing the surface heat capacity of land has little effect on the meridional gradient in temperature, but 
reduces the Arctic land seasonality such that at 3,600 ppm, the land surface temperature is above freezing 
year-round (Figure 10) and only just below freezing in winter at 2,700 ppm.

5.  Overall, the simulations “veg”, “veg, low land” and “veg, low land, 0.1 landhc” (see Figure 10c) all match the 
proxies fairly well at 2,700 ppm, with land temperatures falling below freezing by at most 3°C in winter and 
staying well below the estimated maximum temperature in summer.

It may also be worth noting that our model has a somewhat low climate sensitivity (1.8 K for the reference climate 
compared to the current 2.3–4.5 K best estimate), which is probably due to the absence of sea ice and a relatively 
stabilizing cloud feedback. This may suggest that a higher sensitivity climate model (with less stabilizing cloud 
feedbacks) might better match the annual-average proxies for lower levels of CO2, although since climate sensi-
tivity increases at higher CO2 levels such a direct comparison is difficult.

Given the relatively limited measurements, and the potentially similar effects that some of the changes have (e.g., 
reduced albedo vs. increased CO2, increased low clouds and increased surface heat capacity), it is difficult to 
say what the “correct” set of parameters is that can reproduce an Eocene climate, although some scenarios are 
certainly more realistic than others. Undoubtedly, an increased level of CO2 is needed, likely to values of above 
1,800 ppm in order to reach the observed temperatures, even with the uncertainties present. A more precise value 
of required CO2 levels cannot readily be estimated based on annual average considerations alone, but the season-
ality provides a very useful additional constraint on model simulations. Our most plausible simulations arise 
with a CO2 level of around 2,700 ppm with additional low cloud prescribed over land and a higher high-latitude 
heat capacity (Figure 10). These are all credible effects, given the likely change in surface properties (no sea 
ice, a wet, unfrozen land surface with increased vegetation and possible lakes) but we cannot be definitive. We 
also find that our reference 3,600 ppm simulation and the 2,700 ppm simulation with a 33% reduction in surface 
albedo are viable simulations of an Eocene climate, although such a reduction in surface albedo seems larger than 
could plausibly happen. Additional proxy measurements of seasonal information and surface properties, along-
side more comprehensive simulations would further help reduce the uncertainty of both model parameterizations 
and the Eocene climate itself.

Finally, we draw some more general conclusions. The reduced equator-to-pole temperature gradient and much 
warmer winters over land of the early Eocene climate can, to a first approximation, be explained by robust, known 
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processes (specifically a combination of changes in lapse rates, Planck feedbacks, a higher surface heat capac-
ity and possibly (and less well understood) cloud effects) and those effects can be captured by modern climate 
models, as both our results and those from the Deep-Time Model Intercomparison Project (DeepMIP) (Lunt 
et al., 2021) ensemble suggest. The proxies are not exactly matched by our simulations, but the differences are not 
large enough to suggest truly “unknown physics.” For example, the Arctic land surface temperature our “modified 
vegetation” simulation at 9 × 300 ppm only falls below 0°C by 3°, and its annual-mean surface temperature is 
within the proxy uncertainty range of the majority of proxy data. Further, the reduced temperature gradient is 
likely not the result of a wholesale change in the general circulation of the atmosphere—the mid-troposphere 
temperature gradient need be little altered, for example. (We may note, though, that while unknown physics seem 
not to be necessary to explain the polar amplified temperature change and warmth over Arctic land in the high 
CO2 early Eocene climate, the climates of periods such as the Oligocene and Miocene, which had lower CO2 
than the Eocene but still relatively high temperatures compared to today, seem to be not well captured by current 
climate models (Burls et al., 2021; Goldner et al., 2014; O'Brien et al., 2020) and the reasons for this are not fully 
understood.) Finally, care should be taken in using the Eocene to constrain the equilibrium climate sensitivity (to 
a doubling of CO2 levels) of today's climate, for even if proxy temperature measurements were exact, effects not 
present in today's climate come into play. Purely radiative effects imply that the ECS will increase somewhat as 
temperature increases, and cloud and other feedbacks (both positive and negative) that are quantitatively different 
from those of today may arise in very warm climates, rendering extrapolation imprecise at best.

Data Availability Statement
The data is available at Henry and Vallis (2021a) and the code to reproduce the figures is available at Henry (2022). 
The proxy values for ocean surface temperature in Figures 2, 4, 5, and 10 are taken from Zhu et al. (2019). The 
proxy values for land surface temperature in Figures 2, 3, 4, 5, and 10 are taken from Huber and Caballero (2011).
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