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ABSTRACT 
In this paper, we describe how we support mobile access to 
Físchlár-News, a large-scale library of digitised news content, 
which supports browsing and content-based retrieval of news 
stories.  We discuss both the desktop and mobile interfaces to 
Físchlár-News and contrast how the mobile interface implements 
a different interaction paradigm from the desktop interface, which 
is based on constraints of designing systems for mobile interfaces.  
Finally we describe the technique for automatic news story 
segmentation developed for Físchlár-News and we chart our 
progress to date in the completion of the system. 

Categories and Subject Descriptors 
H.5.1[Information Interfaces and Presentation]: Multimedia 
Information Systems – Audio input/output, Evaluation/ 
methodology, Video.  

General Terms 
Video, Management, Human Factors, Mobile. 

Keywords 
Mobile Access, Information Retrieval, Digital Video, News 
Retrieval, Video Analysis, Collaborative Filtering, Interface 
Design. 

1. INTRODUCTION 
The growth in volume of multimedia information, the ease with 
which it can be produced and distributed and the range of 
applications which are now using multimedia information is 
creating a demand for content-based access to this information. At 
the same time, digitised video content is becoming commonplace 
through the development of DVD movies, broadcast digital TV, 
and video on personal computers for both entertainment and 
educational applications. Besides the growth in volume of 
multimedia content, we can also observe an increasing and 
complex range of user scenarios where we require content-based 
access to such information. Users require access when in a 

desktop environment, but also, we believe, when using wireless 
devices in a mobile scenario, each of which will require different 
access methodologies to be employed. In this paper we discuss 
mobile access to a video archive of digitised news programs, 
which can be accessed using desktop devices, PDAs operating on 
a wireless LAN or XDAs on a GPRS1 mobile phone network. In 
this way, and through these different access devices, we support 
mobile access to a digital video library of broadcast news. Our 
belief being that mobile users have a demand for wireless access 
to news content. 

In addition to simply providing access to digital video archives 
across a wireless network, we are also working on new 
methodologies for presenting information to mobile users. In this 
paper we report on our work on developing an information 
retrieval system (which supports mobile access) for one type of 
multimedia information (digital video), of one type of video genre 
(broadcast TV news) and targeted at one type of user information 
need, namely a user of Físchlár-News who is not necessarily 
interested in viewing all the news, but wishes to be kept up-to-
date with developing news stories of interest without being 
restricted to always using a desktop device (i.e. mobile access). 

Built on a currently existing system [1], but incorporating mobile 
access to daily news video, Físchlár-News is based on two new 
and key underlying technologies: 

1. Automatic news story segmentation. 

2. Personalisation by means of news story 
recommendations tailored to the interests of individual 
users. 

In this paper we describe mobile access to the Físchlár-News 
system and the soon to be deployed fully-automated version of the 
system.  We begin in section 2 by describing the desktop version 
of Físchlár-News (incorporating news story segmentation) which 
is built upon a news retrieval system that has been operational for 
last 2 years within the university campus.  Section 3 introduces 
mobile access to Físchlár-News, and discusses the different 
interaction paradigm that is required for mobile access when 
compared to Físchlár-News on the desktop. We also discuss how 
personalised presentation of news stories is being incorporated 
into the Físchlár-News system to support mobile access.  In 

                                                                 
1 GPRS is a packet switching technology for GSM mobile phone 

networks. A GPRS connection is ‘always on’ and a single user 
connection allows 21.4Kbps, but combining connections (time 
slots) can reach a theoretical speed of 171.2Kbps. However 
there are a limited number of time slots on a GPRS network. 
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section 4 we describe how Físchlár-News actually works, and we 
discuss automatic story segmentation and how recommendation 
and personalisation is achieved. Finally in section 5, we discuss 
our progress to date with a transitional system that we developed 
to kick-start the fully-automatic system and we outline our future 
plans for Físchlár-News. 

2. FÍSCHLÁR-NEWS VIDEO ARCHIVE 
The Físchlár-News Video archive is one of the results of research 
in analysis, browsing and searching of digital video content 
carried out at the Centre for Digital Video Processing, Dublin 
City University.   It is one of four versions of a digital video 
archive system that we maintain within the centre. Físchlár (all 
four versions) is an MPEG-7 based digital video content 
management and retrieval system which supports digital video 
browsing, searching and on-demand playback using both fixed 
and mobile devices. The four versions of Físchlár are Físchlár-
TV, Físchlár-News, Físchlár-TREC2002 and Físchlár-Nursing. At 
the time of writing, Físchlár have over 2,500 registered users, of 
whom about half are “active” and regular users. 

The Físchlár-TV system has been in operation on the university 
campus for over three years and can be accessed via a web 
browser on a desktop computer. Perceived as a web-based video 
recorder, registered users have been using the system to record 
and watch the TV programmes from both the university campus 
residences and from computer labs [1].  The Físchlár-Nursing 
system provides access to a closed set of thirty-five educational 
video programmes on nursing, and is used by staff and students of 
the university’s nursing school, while the Físchlár-TREC2002 
system was developed for our participation in the interactive 
search task in the annual activity at the TREC Video Track in 
2002 [2]. 

Físchlár-News, the focus of this paper, automatically records the 
thirty minute, 9pm, main evening news programme every day 
from the Irish national broadcaster RTÉ1 and thus has only TV 
news programmes in its collection. With its web-based interface, 
the system is accessible with any conventional web browser and 
now is also accessible from mobile devices.  Currently several 
months of recorded daily RTÉ1 news is online within the 
Físchlár-News archive (with a total of two year’s news archived) . 
This archive is made available to University staff and students, 
and is also conveniently accessible from any computer lab, library 
or residence from within the campus. We have chosen the 
Físchlár-News application as our test-bed for providing mobile 
access to our Físchlár systems.  

In order to facilitate accessing Físchlár-News from a number of 
different devices (both desktop and mobile based), the entire 
Físchlár system is based on XML technologies, which by 
incorporating XSL transformations for each new device required, 
can easily be extended to incorporate new access methodologies, 
devices and standards. Figure 1 shows the basic architecture of the 
Físchlár-News system which illustrates both desktop and mobile 
access and the process by which automatic news story 
segmentation takes place. 

 
Figure 1. Architecture of Físchlár-News. 

In Físchlár-News, mobile access to the news archive is supported 
for both PDAs (Compaq iPAQ on a wireless LAN) and XDAs, 
each of which plays RealVideo encoded content, which has been 
encoded at 20Kbps in order to support streaming across a mobile 
phone network to an XDA. In a desktop environment, a user can 
use a conventional web browser (using MPEG-1 video streaming) 
as shown in Figure 1. The inclusion of XDA support (using a 
GPRS connection) allows us to prototype a version of our 
Físchlár-News system in a truly mobile environment, where 
access is dependent only on the availability of a GPRS 
connection. 

In realising such mobile device interaction for Físchlár-News, two 
essential technologies are required, namely the segmentation of 
news programs into a collection of news stories and a facility to 
automatically recommend these news stories to individual users 
based on their preferences.  We will discuss these aspects of the 
system in later sections of this paper. Previous versions of 
Físchlár News have focussed on providing browsing and search 
support at the shot level by automatically segmenting captured 
video content into its constituent shots and presenting video to the 
user as a collection of these shots. However, our current system 
(discussed in this paper) incorporates search and retrieval of 



content at the news story level which we feel is more intuitive to a 
user than at the shot level because a news story is a self-contained 
and logical unit of data and is more likely to be of benefit to a user 
of an archive of news content than a full news program or a single 
camera shot from a news program. 

2.1 Content Access to the Físchlár-News 
Archive 
When using Físchlár-News on a desktop device, there are a 
number of ways of accessing news stories, described below. 

2.1.1 Browsing News by News Program 
This is the basic level of access in Físchlár-News and is shown in 
Figure 2. As can be seen, a listing of news stories grouped by 
month is displayed on the left hand side of the screen. Currently 
this list extends to include news content from April 2003. 
Selecting any news program will display a list of the news stories 
from that program. Each news story is represented by a keyframe 
(chosen so as to contain the anchorperson and if possible an 
image in the background associated with the story) and a textual 
description of the story. 

 
Figure 2. Físchlár-News (with stories from one program). 

When presented with a listing of news stories there are two 
options available to the user, to playback the news story by 
clicking on the “PLAY THIS STORY” link which will commence 
playback (in a new window) from this point onwards (Figure 3). 

 
Figure 3. Playing back a news story. 

Alternatively, when presented with a listing of news stories the 
user may examine the news story at the shot level by clicking on 
either the keyframe or the numbered news story title. If this option 
is taken the user is presented with a detailed listing of all the 
camera shots, which have been automatically extracted from that 
story, as well as the closed caption text2 that is associated with 
that story, as shown in Figure 4. In this way the user can browse 
through the content of a given story. Clicking on any of the 
keyframes will commence playback from that point. 

 
Figure 4. Shot-level browsing of a news story. 

However, given that the Físchlár-News archive extends to include 
several months of news programs, with an additional two years 
archived, and is growing daily, supporting user navigation 
throughout this archive of many thousands of stories is essential. 
The desktop version of Físchlár-News supports a user searching 
through news stories based on textual content and browsing 
through the news story archive by following automatically 
generated links between news stories. We discuss both search and 
linkage now. 

2.1.2 Content Searching for News Stories 
Given that there are a large number of stories in the Físchlár-News 
system, one of our support measures is content based search and 
retrieval of news stories. This is achieved by representing each 
news story by a textual description, which has been automatically 
extracted from the closed caption text and allowing user queries 
against these textual descriptions of each story. This facilitates 
content-based retrieval of news stories based on textual queries. 
For example, in Figure 5, a query “SARS virus” has been 
presented to the Físchlár-News system. 

                                                                 
2 Closed caption text (or teletext) is a textual description of the 

spoken content of a programme that accompanies certain 
programmes when broadcast. Most programs now transmitted 
on TV now have associated closed-caption text. 



 
Figure 5. Content searching the news archive. 

The results of the search (23 news stories) are presented on the 
right side of the screen in decreasing estimated order of relevance. 
Once again, clicking on ‘PLAY THIS STORY’ commences 
playback and clicking on the story title or keyframe takes the user 
to a shot listing. However, when a list of relevant news stories is 
presented to the user, another option exists which is to view the 
story in the context of that day’s news by following the date link 
which displays a listing of news stories from the news program 
recorded on that date. 

The third access methodology employed in Físchlár-News is in 
following automatically generated links between related stories. 

2.1.3 Following Automatically Generated Links 
between News Stories 
Using the closed caption transcripts for a given news story it is 
possible not only to provide for text based search and retrieval of 
news content at the story level (as just described), but also to 
identify similar stories to any one given story, and to provide the 
facility for content-based linkage of news stories using only the 
closed caption transcripts. Therefore, on a desktop device, for any 
story that a user is currently accessing, Físchlár-News 
automatically generates a ranked list of story-links to the ten most 
similar news stories, which we refer to as ‘Related Stories’ (see 
Figure 6 which shows a listing of related stories to a SARS story).  

 
Figure 6. Illustrating related stories. 

2.2 Gathering User Feedback 
In order to provide personalisation and recommendation to users 
accessing the system using mobile devices, we gather user 
feedback and preferences when the user accessed Físchlár-News 
from the desktop environment. At any point while browsing either 
the archive or a particular news story (on a desktop device), the 
user is presented with the opportunity to rate a particular story on 
a five point scale from “do not like” (thumbs down) to “like very 
much” (thumbs up).  This can be seen in Figure 7 below where a 
user has rated a news story as being one that the user likes (a 
small thumbs up). In this way we explicitly capture a user’s 
preferences for news topics that they are interested in. This will 
allow us to match individual users together based on 
complementary preferences and to recommend news stories for a 
user based on this collaboration graph. 

 

 
Figure 7. The five point story rating scale. 

In addition to this process of explicitly gathering data from a user, 
usage data is automatically gathered (on the desktop device) as the 
user plays back news stories or browses news stories. This 
information is then used (along with the explicitly gathered data) 
for recommending news stories to users. So, for example, if a 
particular user liked news stories on a given topic, and watched 
these stories, then additional news stories could be recommended 
to the user based on the viewing habits, or user ratings, of similar 
users. These recommendations, based on previous usage and 
provision of explicit story ratings by that user are used as one of 
the two primary access mechanisms for the mobile version of the 
Físchlár-News system, which we now describe. 

3. MOBILE ACCESS TO FÍSCHLÁR-
NEWS 
Small display size, awkward methods of data input and distractive 
environments have been noted as major constraints in designing 
systems for mobile platforms [3, 4, 5]. For example, a typical 
mobile device, the Compaq iPAQ has a 3.8" TFT screen which 
operates at a resolution of 240 x 320 (portrait orientation) in 16-
bit colour. Compare this to a conventional desktop device, besides 
having larger storage and memory, faster processors, the 
supported resolution on any such device (in recent years) is at 
least 1024 x 768 (800 x 600 as a standard safe-resolution for 
design), with 24-bit colour and a 15” diagonal display with a 
landscape orientation.  

In order to stream video to such mobile devices taking into 
account resolution issues and bandwidth (we accommodate GPRS 
21.4Kbps as a minimum), the entire video must be downsized 
from the MPEG-1 (352 x 288) resolution at 25fps used for 
Físchlár-News on the desktop to RealVideo format (156 x 128) at 
30 fps. This equates to 13.5Kbps for the video and 6.5Kbps for 
the audio data. MPEG-1 streaming for the desktop requires about 
1Mbps. 

Consequently, there have been suggestions on devising different 
interaction paradigms suitable for the mobile environment rather 



than simply following the conventional direct manipulation 
interfaces successfully used in desktop platforms [6, 7, 8].  More 
and more qualitative studies are appearing which help us better 
understand how people use and interact with mobile devices, and 
the kinds of context they experience when doing so [9, 10, 11]. 
The general consensus is that a mobile interface should require a 
different interaction style from that of the GUI desktop interface, 
and that attempts to replicate all the functionality of desktop 
system into a mobile device are a mistake [12, 7, 6, 3]. 

Though the current literature alerts to the fact that we do not have 
any established or known methodology on which to base an 
interface design for a mobile platform, a number of rough design 
guidelines have been suggested based on experiences of 
individual researchers. These include the following: 

• 

Minimise user input where applicable, provide simple user 
selections such as yes/no options, simple hyperlinking by 
tapping, etc. instead of asking the user to articulate query 
formulation or use visually demanding browsing that 
requires careful inspection of the screen; 

• Filter out information so that only a small amount of the 
most important information can be quickly and readily 
accessed via the mobile device (e.g. use of automatic 
recommendation as provided in the Físchlár TV system 
[21]); 

• Proactively search and collect potentially useful pieces of 
information for a user and point these out, rather than trying 
to provide full coverage of all information via an elaborate 
searching/browsing interface. 

In terms of developing any system for a mobile device which is to 
support searching and information retrieval tasks, all these 
guidelines point to more pre-processing on the system’s side in 
order to determine what information a particular user will most 
likely want to see. This encourages the development of systems 
that proactively recommend a particular piece of information (or 
pointers) to the user, and consequently demand less interaction on 
the user’s part. This aspect is even more important in the case of 
information retrieval from a video archive where browsing is such 
an important component of video access. What all this means is 
that in the development of search systems to be accessed from 
mobile platforms, the information retrieval functionality should be 
hidden as much from the user as is possible, and should form part 
of the data pre-processing. In supporting mobile access to the 
Físchlár-News archive, our approach has been in line with these 
guidelines by incorporating the personalised list of news stories as 
the primary access point for mobile users and providing a 
personalised window on these news stories based on each user’s 
individual preferences. Secondary access points include archive 
browsing. 

Figure 8 illustrates the logical breakdown of news programs into 
stories and associated shots based on keyframes. It is our belief 
that story based presentation can be supported using both mobile 
and desktop devices, however, if finer granularity of retrieval is 
required (shot level browsing with stories) then desktop devices 
are essential due to interaction design methodologies for mobile 
devices [13] as well as the bandwidth limited nature of some such 
devices, e.g. the XDA we use to prototype our mobile access.   

 
Figure 8. A logical breakdown of news programs. 

Given that user interaction with a mobile device should be limited 
to a subset of the functionality of the desktop version for reasons 
outlined in the previous section, the functionality of the mobile 
device is to support two methods of using Físchlár-News: 

� Providing personalised access to the news archive by 
presenting the user with a listing of news stories of 
interest to the user (Section 3.1), or; 

� Supporting the user access news stories in the archive by 
browsing the reverse chronologically ordered listing of 
news programmes (i.e. Programme Browsing in section 
3.2). 

3.1 Personalised Presentation of News Stories 
The primary access mechanism for the mobile device is based on 
personalisation of news stories tailored to individual user 
preferences. Each user’s personalised view of the news archive is 
based on similarity of program content to previously rated 
programs and also to the concept of collaborative filtering. 
Collaborative filtering, in what is perhaps its most famous form, is 
employed by Amazon.com when making user recommendations 
based on a users previous purchases or recently viewed items. In 
the case of Físchlár-News collaborative filtering is employed 
based primarily on previously gathered user ratings of any given 
news stories as well as news story usage histories. We will outline 
our collaborative filtering mechanism in greater detail in section 
4. 

Upon accessing Físchlár-News using a mobile device, a user has 
the option of being presented with a personalised listing of recent 
news stories (see Figure 9), that it is hoped will be of interest to 
that user, based on program content and the output of the 
collaborative filtering process. Each story in this list will be 
represented by a short description, generated from the closed 
caption text, and a keyframe. The only user input that is required 
from a user’s perspective is to select a news story to playback 
(Figure 10) which causes the story to be streamed in RealVideo 
format. 



 
Figure 9. Personalised story 
recommendations. 

 
Figure 10. Playback on a 
mobile device. 

 

By incorporating this personalisation aspect of Físchlár-News on 
a mobile device we are minimising user input by filtering out 
content that the user may not be interested in, where this filtering 
is based on news story rating data and content similarity from the 
desktop device. For more complete rationale on the interaction 
design approach taken and the detailed consideration for this 
particular interface for a PDA, see [13].   

3.2 Programme Browsing  
An alternative to personalised news story presentation is provided, 
to enable a user to access news programmes regardless of their 
presence or absence in the personalised list. In this way, a user is 
not limited to only viewing stories that the system thinks would be 
of interest to the user and is presented with a reverse 
chronological listing of recorded news programmes (not unlike 
the desktop interface in Section 2) so that the user may browse the 
entire news story archive (Figure 11). Upon selecting a news 
programme, the user is presented with a listing of news stories 
from within that programme (Figure 12), in a similar manner to 
the listing of personalised stories, with each news story 
represented by the keyframe and the textual description of the 
story.  

 
Figure 11. Reverse 
chronological daily news 
listing on a mobile device. 

 
Figure 12. Story listing on a 
specific date. 

4. Físchlár-News, How It Works 
In realising such mobile device interaction for Físchlár-News, two 
essential technologies are required, namely the segmentation of 
news programs into a group of news stories and a facility to 
automatically recommend these news stories to individual users 
based on their previously gathered preferences and the preferences 
of others.  In the following sections we describe automatic story-
based news video retrieval and the mechanisms we employ for 
automatic recommendation 

4.1 Automatic Story Segmentation  
As we have stated, Físchlár-News operates over news stories as 
the primary unit of retrieval, which is especially important in the 
mobile environment, but this requires a method of segmenting an 
entire news programme into a listing of its constituent news 
stories. If done manually this is a time-consuming task and if done 
automatically, which is essential for any large-scale archive of 
story-based news content (such as Físchlár-News) is an extremely 
difficult task. However, given that news programs from one 
broadcaster (RTE in our case) represents a very constrained 
domain this makes automatic story segmentation somewhat easier 
to accomplish. For example, there are a lot of features (sources of 
evidence) that can be extracted automatically from the video 
stream to aid the segmentation process, if it is known in advance 
what to look for (i.e. in a constrained domain). We are currently 
testing (and soon integrating) an automatic news story 
segmentation system that is based on a combination of a number 
of different sources of evidence automatically extracted from the 
digitised news video.  

There has been some previous research in this area, upon which 
we now report. 

4.1.1 Previous Research 
Many of the current studies in news story segmentation make use 
of multiple evidences for segmentation from visual content, audio 
content and closed caption text associated with a particular news 
programme.  Visual evidences currently studied and used include 
shot boundaries (helping to identify possible story boundaries), 
blank frames (indicating story boundaries), anchorperson 
(indicating start/end of stories). Audio evidences studied include 
existence of speech/music, silence (indicating story boundaries) 
and audio energy level.  Use of closed caption text, often used as 
the primary source of evidence, has been more extensively studied 
with linguistic analysis to detect news story boundaries.  
Evidences in closed caption text includes simple clues such as 
complete absence of the closed caption (an indication of a 
commercial break), welcome phrases such as “hello and welcome” 
(indicating the start of the news), “back to you in <location>” 
(indicating reporter to anchorperson), etc. and manual marking3 
“>>” (indicating speaker change) or “>>>” (indicating story 
change), as well as sophisticated topic change detection by lexical  

                                                                 
3 Unfortunately not all closed caption broadcasts contain such 

manual markings, RTE1 news is one such example. Even if 
such manual markings were available, most closed caption text 
is not perfectly aligned with the video content and must be 
realigned in order to produce accurate story segmentation 
results. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

chaining analysis.  Using only closed caption analysis for news 
story segmentation also gives acceptable results [18]. Combining 
individual evidences into more reliable story segmentation is 
conducted in different ways, but most often follows sequential 
processing in which visual analysis (shot boundary detection) 
followed by audio analysis (merging back related shots) as done 
in [14, 15, 17], or the use of a state transition map to classify 
different states of scene changes in news programmes [16]. In the 
Físchlár-News system, we use an SVM (Support Vector Machine) 
to combine various evidences automatically extracted from the 
video content. Table 1 (above) shows a summary of analysis 
methods and combination methods used in six news video 
retrieval systems, including Físchlár-News. 

4.1.2 Automatic Story Segmentation in Físchlár-
News 
For automatic news story segmentation, we analyse various visual 
features in the news programmes to automatically determine story 
boundaries. We utilise algorithms for anchorperson detection 
using shot clustering [19], which detects when an anchor person 
is on screen, as well as advertisement detection [20], which 
determines when advertisements occur and face detection which 
detects human faces in the video content [21]. In addition we are 
considering the use of speech/music discrimination [22, 23]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

All of the analysis techniques mentioned above for automatic 
story segmentation take place at the shot level (recall Figure 1) 
and have been combined to create an automatic story 
segmentation system. The output from the advertisement break 
detection algorithm is used to pre-process the shots, discarding as 
candidates for story boundaries any shots which are part of an 
advertisement break. 

The combination of the other analysis outputs is being supported 
through the use of Support Vector Machines [24] and initial  
results suggest that this technique can effectively and efficiently 
combine these diverse analyses. Each shot that comprises a news 
programme is described by a feature vector made up of the 
outputs from the various analysis tools, and the Support Vector 
Machine is trained to classify shots into those which signal the 
start of a new story and those which do not, hence we are then 
able to detect story boundaries in a TV news programme.  

In order for an SVM to operate, it must undergo a training 
process. This we have done using a training set consisting of 435 
example shots, 86 of which are positive examples of news story 
boundaries and 349 of these are negative examples. Following 
from this we tested the performance of our SVM, with very 
promising results, on a small test set of six news programmes with 
precision and recall figures of 1.0 and .859 respectively. We 
appreciate that this test set is small and we are currently testing 

Table 1. Comparison of Approaches to Automatic Segmentation of News Stories 

       Source of 
evidence 

System 
Visual Audio Closed Caption Combination Method 

Informedia [14] Shot boundary 
detection; face 
detection; OCR; 
black frame 

Speech 
recognition; 
silence detection; 
acoustic 
environment 
change; signal-to-
noise ratio 

 “>>>”, “>>”, absence 
of text 

Step-by-step (ad-hoc) 

VISION [15] Shot boundary 
detection 

Audio energy-
based shot merging 

“>>>”, “>>”, absence 
of text, word 
identification for topic 
distance calculation 

Step-by-step (shot boundary 
detection followed by audio-based 
merging followed by closed caption-
based adjustment) 

BNE & BNN [16] Black frame; logo 
detection; anchor 
booth & reporter 
scene detection 

Silence Named entity (person, 
location & 
organisation), 
heuristics in captions, 
“>>>”, “>>” 

Finite State Automation enhanced 
with time transitions 

Topic Browser 
[17] 

 

No No Morphological 
analysis 

(only Closed Caption used) 

ANSES [18] Shot boundary 
detection 

No Lexical chaining Step-by-step (shot boundary 
detection followed by Lexical 
chaining-based merging) 

Físchlár-NEWS Shot boundary 
detection; face 
detection 

No No Support Vector Machine 



the SVM for story bound segmentation on a larger test set of news 
programs as part of the TREC Video Track4 2003, which will give 
us a better indication of SVM performance. Currently the 
automatic segmentation system is operational in a prototype 
system, which will be incorporated into Físchlár-News in 
September 2003.  

For each automatically segmented news story, a textual 
description will be extracted from the closed-caption text as well 
as a keyframe automatically extracted for each story. Our belief is 
that the (single) keyframe chosen to represent each news story 
should (where available) contain the anchorperson as well as a 
background image, which represents the story. In order to 
automatically achieve this we will incorporate both temporal and 
anchorperson detection knowledge.  

4.2 Físchlár-News Story Recommendation 
and Personalisation 
Given that we have developed the Físchlár-News system with a 
mobile user in mind, the most important news stories that a 
mobile user requires should be presented to the user with the 
minimal user intervention or required data input. In order to 
facilitate this we have put great emphasis on supporting news 
story recommendation and story. In a desktop environment 
Físchlár-News supports these features along with story-based 
retrieval using textual queries and story linkage. However, in a 
mobile environment, personalisation and recommendation is a 
central aspect of user interaction with Físchlár-News, which helps 
to address some of the major constraints in designing systems for 
mobile platforms [3, 4, 5]. One highly important aspect of this 
personalisation and recommendation is Collaborative Filtering. 

4.2.1 Collaborative Filtering 
In another application, Físchlár-TV, we have been using the 
ClixSmart engine [25] to provide collaborative filtering based 
recommendations of TV programs for recording and for playback 
from those recorded and available in the Físchlár-TV library. The 
ClixSmart engine is a collaborative filtering system that 
recommends items based on the actions of equivalent users. For 
additional information on how collaborative filtering works within 
the Físchlár system in general see [26]. 

In Físchlár-News, personalisation is employed based on a 
combination of content similarity of news stories and 
collaborative filtering. As stated, Físchlár-News on a mobile 
device will filter out news stories that will not be of interest to the 
user based on past history, in addition to supporting temporal 
based browsing of stories from within the news archive. In order 
for collaborative filtering aspect of personalisation to be effective, 
all required data must be gathered by the system from the desktop 
interface. The data gathered is as follows: 

• Explicit user ratings as described previously in section 2.2, 

• Usage data on a per-user basis from story playback logs, 

• 

Usage data on a per-user basis from story access logs. 

                                                                 
4 TREC Video Track, a special “track” in the annual TREC 

benchmarking exercise dedicated to video retrieval related tasks. 

This data is automatically gathered while a user uses the desktop 
interface and is used to populate a story-by-user matrix, which is 
used in the collaborative filtering process. Therefore, we can see 
that the mobile interface is supported and works in parallel with 
the desktop interface, by the desktop interface collecting and 
processing user data to support the personalisation process in the 
mobile environment.  

5. CONCLUSION 
In this paper we have described our efforts at supporting mobile 
access to a large-scale library of digital video news content.  Our 
efforts have focused on incorporating story segmentation and 
personalisation into the Físchlár News system in order to support 
access using mobile devices. This mobile access is made possible 
by careful development of the Físchlár-News system, its interface 
and browsing and retrieval methodologies to support the 
bandwidth limited, screen size limited, mobile user using mobile 
devices, such as an XDA on a GPRS mobile network.  

These mobile devices have a number of key features which limit 
how we interact with them, These include small display size, 
awkward methods of data input and in some cases  (such as the 
XDA) limited bandwidth. Conventional wisdom suggests that 
different interaction paradigms should be devised for the mobile 
environment rather than simply following the conventional direct 
manipulation interfaces successfully used in desktop platforms. 
Mobile access should require, minimal user input and filtered 
information presentation based on background data collection so 
that only a small amount of the most important information can be 
quickly and readily accessed via the mobile device. 

In Físchlár-News, the mobile interface is supported and works in 
parallel with the desktop interface, in that the background data 
collection to support personalisation and recommendation is 
mined from observing user activities in a desktop environment 
and used to support personalisation in the mobile environment. 

5.1 Our Progress to Date 
In realising the underlying technology required for story-based 
and recommendation-based mobile access to the news story 
archive, we have built and are currently using a manually 
segmented version of Físchlár-News to kick-start the eventual, 
fully-automated mobile system. In order to support story-based 
access to news content, prior to having the automatic news story 
segmentation tool incorporated into the operational system, the 
stories had to be manually extracted from the news program.  

Since April 2003, recorded daily news programmes have been 
manually segmented into stories (in XML format) to generate an 
initial library of news stories. The manually marked XML files are 
uploaded into the system, which then incorporates them into its 
archive. Manual segmentation is a time consuming process in 
which each news story identified from a given programme is 
represented in XML format by the following information: 

• Start-time and end-time, 

• A representative keyframe, 

• Representative text to describe the story, usually extracted 
from the closed caption text. 



While this initial manual segmentation just described serves to 
start collection of initial user ratings of news stories required for 
collaborative filtering, the automatic method of accomplishing 
story segmentation is operational on a prototype system and will 
be made fully operational in September.   

Collaborative filtering is only of benefit if users of the system 
access or watch news stories (mined from user logs) and/or rate 
news stories using the thumbs-up and –down indication (as 
discussed in section 2.2). In order to collect data to support the 
collaborative filtering process, a core group of regular users of the 
Físchlár-News system have been encouraged to rate news stories 
since the end of April, 2003. To date (mid-July 2003) we have 
received over 13,000 individual story recommendations from 
these users for 958 news stories. The benefit of this is that in 
September 2003, when the fully automated Físchlár-News system 
goes live, it will be able to generate recommendations of stories 
based on collaborative filtering (for mobile devices) on an 
individual user basis and present these stories when a user 
accesses the Físchlár-News system on a mobile device. 

5.2 Future Plans 
Given that the Físchlár-News system outlined in this paper is a 
live system based on research being carried out within the Centre 
for Digital Video Processing, it will be subject to modification 
and improvement. Our future plans include identifying what other 
functionality (from the desktop) can be included in the mobile 
version that fits in with the design guidelines for mobile devices.  

Currently a daily reminder email is sent out to each user of the 
Físchlár-News system reminding them that the latest news 
programme has been processed and available for browsing and 
searching. This email is currently identical for all users, however, 
the facility exists for us to tailor or personalise each daily 
reminder email based on the users previous preferences for news 
story content.  

Finally, it is possible using SVMs to incorporate additional 
sources of evidence into the automatic segmentation process if 
this is deemed necessary. The results of our larger test of the 
performance of the SVM will dictate whether this is required. 
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ABSTRACT 
Recent advances in the development of personal digital assistants 
(PDAs) and wireless communication networks enable a new 
generation of sophisticated mobile applications. PDAs can now 
support a range of add-on devices, such as digital cameras, and 
communicate using a variety of networking protocols, such as 
GPS, WiFi, and Bluetooth. This paper reports on research into and 
development of portable hardware that will enable users in the 
field to send images, and associated positional data from a PDA to 
a server for processing. The central aim is to provide navigational 
and informational services to an urban mobile user based on 
building recognition. The paper begins by describing the hardware 
before presenting research into server-side building recognition 
methods that operate by comparing user-supplied images with 
images generated by an existing 3d virtual model. 
 
Keywords 
Building recognition, mobile devices, image processing 

1 INTRODUCTION 
With the increased availability and advanced features of low-cost, 
portable and mobile system devices, there is a potential to develop 
a wide range of applications [9, 2]. The combination of mobile 
computational, imaging and positioning capabilities and network 
access opens the door to a variety of novel applications, such as 
pedestrian navigation aids, mobile information systems and other 
applications usually referred to as ‘ location services’  [3]. In [3], 
project improves the GPS accuracy using the GPS data, 
orientation data, image, and also the Hough Transform method. 
The hardware system in [3] is quite similar with ours except that 
our system is mobile and portable. Moreover, this research seeks 
to exploit the capabilities of the Personal Digital Assistance 
(PDA) and the imaging functions of a PDA camera for building 
recognition. There are several digital city projects [1, 6, 7, 8, 14] 
concerned with cityscape and city model in the past decade. 
 
 
 

And most of them are designed to be an integrated information 
and service environment for everyday life and tourism [1, 6, 7, 8]. 
Some of them also put much effort into the 3D model for city 
promotion application [16], etc. However this project is trying to 
set up a system to help tourists identify buildings on the road and 
also provide immediate information in real-time. Image 
processing for object recognition and self-develop program for 
different parts of applications are two main aspects of this project. 
Visitors to a city sometimes find problems in understanding maps 
or guidebooks, even guidebooks with symbols. In another project, 
surveys of pedestrians in University Square, Belfast found that a 
significant proportion (12% of males, 24% of females) had 
difficulty in locating themselves on a printed map [12]. However, 
the system described here helps visitors to identify their locations 
and get information about urban objects using the object images 
from a portable commercial PDA.  
Unlike kiosks, or other fixed information stand, this system is 
much more flexible and dynamic. People can stop at any 
interesting object, take a picture of it and send the image with the 
corresponding GPS and orientation sensor data from the devices 
equipped on the PDA to the web server. The server can identify 
the object using an online images generated from a 3d city model. 
If the building is found to be the same as the one in the city 
model, the server can provide the user with relevant information 
about the object. This system also allows PDA users to save their 
pictures in a public database on the server temporarily and 
download them after they have returned home. This solves the 
problem of the limited size of the memory card in portable 
devices. 
To detect objects reliably, a model of the object is needed. Thus, 
one of the key components of our approach is a 3d city model. 
The system described in this paper uses a relatively small 3d 
model of the square in front of the main building at Queen’s 
University. The model was constructed from a manual survey and 
the texture maps were derived from photographs. At the same 
time, a Geographical Information System (GIS) has been used to 
provide location information and to enable the transformation of 
the coordination between the GPS and city model components. 
The overall plan for this project is described below. Users are 
equipped with some hardware devices to obtain different data, like 
the GPS data, orientation data and the image. The use of images 
removes some of the problems of low GPS accuracy in urban 
areas. Then users need to send the data to server for further 
processing. On the server side, this project is designed to do 
image processing for building recognition. If the image is 
confirmed to be part of the model, the image has been identified. 
In this way, users are able to identify their location and also the 
objects they are interested in. Position from the GPS receiver will 
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never change if a user reports from the same location. However 
the building located there may possibly be changed with time. 
This system not only provides a way for tourists to travel around 
the city, especially as this system is very handy and low cost, but 
also a good way to keep the model updated. A more detailed flow 
chart for the user operation sequence is shown in section 2.3. 
The novel idea for this project is the integration of many different 
hardware devices. All these devices are portable and relatively 
low-cost. It is available for travellers carrying around, a PDA 
camera measuring 3.4x5.2x2.0 inches and weighing only 0.5kg. 
Most of the previous research in this area has been concerned with 
the location-based services. This paper presents a ‘ location and 
image-based service’ , which delivers information about a specific 
building of interest in real-time to a mobile user through the 
Internet by identifying the building from an image supplied by the 
user. To realize the image-based service, requires not only the 
location data (GPS data) of the user but also the direction and tilt 
data (from the sensor attached on the PDA) of the image as well. 
With these data, image processing for building recognition 
becomes possible. 
Section 2 describes the system design, including each component 
of the hardware devices, software application and networks.  
Methods for object recognition are described in section 3 and 
some results of this project are presented in section 4. Section 5 
summarises the main points of the paper and discusses further 
research. 
 

2 SYSTEM DESIGN 
The system consists of three main parts: the client side, server side 
and the connecting networks. Fig. 1 shows the relationships 
between these different parts.  
 

 
Figure 1: system components diagram. 

 

2.1 Client Side 
The client side is the portable PDA system. The system includes 
an iPAQ 3870, NexiCam PDA camera with resolution 600x800, 
orientation sensor and GPS receiver. Because of a current 
limitation of the PDA development, it is not able to provide 
enough interfaces for all the devices we wish to use-for example, 
the iPAQ 3870 provides one expansion connector for its 
expansion pack and one universal connector, which can be 
converted to a serial port and is integrated with Bluetooth and 
GPRS. For this reason, the USB interface sensor is not able to 
connect to the Pocket PC. A laptop is used to receive the data 
from the sensor and Bluetooth supports communication between 

the PDA and laptop. However, this problem should be resolved in 
the near future by the next generation of PDAs. The GPS receiver 
and camera are connected to the PDA respectively using the 
universal connector and expansion connector. A WLAN card is 
plugged in the camera, which allows the PDA to access Internet 
through WLAN. 
After preliminary research, the iPAQ 3870 was found to be the 
only solution when this project started. GPS data can be improved 
to be DGPS data after software modification. In our application, 
DGPS data can be accurate to 2m. 

2.2 Server Side 
2.2.1 3D City Model 

The selected city model will be built from site surveys conducted 
using Cyrax2500 laser scanner, CloudWorks and 3DMax 
software. Digital images will be used to record details and texture 
of the buildings. Images from the PDA users will populate this 
database updating. A 3d model is constructed from the point 
clouds provided by the scanner and is imported into 3DMax for 
visualization. With this 3d model, it is possible for us to generate 
images from any position and direction, such as those returned 
from the clients. This model image provides the reference for 
building recognition. The generation of the city model image will 
be implemented by 3DMax. Figure 2 shows the building model of 
the Lanyon Building of Queen's University Belfast, which has 
been implemented as a pilot study. However the image texture 
mapping is not done on this model. 

 

 
Figure 2: City model in 3DMax environment. 

 

2.2.2 GIS System 
With the GPS data from the receiver, users are able to identify 
their locations in the GIS. The GIS is also used to link the 
building components to a GPS position. For example, in the 
virtual model, the origin is at the right from corner of the building, 
the 4-point star in the top left window in Figure 2.  The GIS 
system converts the 3DMax co-ordination to GPS co-ordination. 
 

2.2.3 Applications  
Some applications will be available on the server.  
The first application is the ‘ public space’ . This space is for users 
to save their travelling pictures temporarily. As the size of 
memory cards for PDA cameras is limited, it will be helpful if the 
server can provide this public space for users, who can later 



download the pictures to a desktop computer. Normal security 
will be provided. 
The second application is to identify the buildings from user-
supplied images and provide information in real-time, e.g. 
transportation, accommodation, history and events. Matlab is used 
for the processing and some methods, like line detection and 
segmentation are used for building recognition. 
The final application is the position display. With the GPS data 
from the PDA user, server is able to display his location in a 2D 
GIS map in real-time. 

2.3 Network 

2.3.1 Bluetooth  
A Bluetooth SDK from WIDCOMM has been used to develop 
Bluetooth applications for communication between the PDA and 
laptop. The SDK was compiled with Microsoft Visual C++. 
Before any communication, this Bluetooth application must 
synchronize the time between the two devices, as all the data are 
time-ordered. 
GPS data are received every second and the PDA transfers the 
data to the laptop through Bluetooth. This data will be 
synchronized with the orientation sensor data. Sensor data are also 
received every second. When the user takes a picture and sends it 
to the server for processing, Bluetooth will instruct the laptop to 
send a corresponding GPS and orientation sensor data. 
 

2.3.2 WLAN 
Several WLAN access points have been set up in city so that PDA 
user can access Internet through WLAN with higher network 
quality and greater speed in that area, which is always crowded 
and with bad network. A WLAN card is used on the PDA to 
access the Internet 

2.3.3 GPRS 
GPRS (General Packet Radio Service) is integrated with the iPAQ 
3870. This is the normal way to access the Internet when WLAN 
is not available. 

2.4 Flowchart of user operation sequence 
First of all, user must run the self-develop the program at the 
background before they start this project system. This program is 
mainly designed to read the serial port data from the GPS receiver 
and send it to the laptop through Bluetooth every 2 seconds, and 
the most recent (about 5 minutes) data will be saved in the laptop 
and will be sent to PDA whenever it is requested. And it also 
keeps polling the PDA if it takes any picture. Process starts as 
depicted in flowchart, shown in Figure 3. 
User opens the camera application on PDA. When the user press 
the button to take a picture, background program record the time 
for this action After he is satisfied and tries to save the picture in 
PDA, background program will request the corresponding GPS 
and orientation data from the laptop to the PDA and send them to 
the server. When the data arrive, server first runs 3DMax to 
generate a picture from the same position in the 3d model (as 
showed in Figure 5). And then identify the income PDA picture 
with the reference image. If these two pictures are identified to be 
the same building, server will provide information for the building 
together with the user location. Otherwise, a notice “object 
unidentified” will be sent to PDA user. But user location in a 2D 
map is still available for user. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3 OBJECT RECOGNITION METHODS 
There are two methods applied in this project, line detection and 
colour based segmentation. 

3.1 Hough Transform 
The first method for object recognition relies on line detection. 
Several methods of line detection have been developed in the past 
decade. Hough Transform (HT) [15, 16, 11] and Radon Transform 
(RT) [13] are the two most important of them. These two methods 
can transform two-dimensional images with lines (original 
coordinate plane) into a domain (Hough space) of possible line 
parameters, in which each line in the image will produce a peak 
positioned at the corresponding line parameters. In the original 
coordinate space (image coordination), lines are represented using 
the form y =  ax +b. However, in the Hough space (parameter 
coordination), lines are described in other forms. The most 
popular form expresses lines among them is in the form rho = 
x*cos(theta) +y*sin(theta) [4], where theta is the angle and rho 
the smallest distance to the origin of the coordinate system, also 
known as a polar coordinate system. In the image space, a line is 
made up of dots. However, a dot is displayed as a sine wave in the 
parameter space. The intersection of different sine waves 
represents the line, which is made of all these points, as shown in 
Figure 4. The intersection with more waves going through means 
there are more points located on this line. We call this intersection 
a “ peak” . After sampling the image, we are able to find peaks in 

Figure 3 Flowchart for user 
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the parameter coordination that represent the main lines in the 
image. 

 
Figure 4 Hough/Radon Transform 

 
In this experiment, RT is applied with some modifications. 
First, the sample angle theta was set to sample more points in the 
vertical and horizontal areas and fewer in the other directions, as 
lines in buildings tend to be found in these areas.  
Another is to do some pre-processing and post-processing on the 
detected lines. Pre-processing included using different filtering 
and colour space conversions. The method for post-processing is 
that we set the difference between the parameters of the lines we 
found in the image must not be within the areas we defined, e.g. 
the theta must be more than 20º and rho to be more than 30 pixels. 
If parameters are within these areas, we consider them as the same 
lines (results are shown in Figure 7). 

3.2 Segmentation  
Clustering is one of the fundamental methods for image 
segmentation [5, 10]. It is designed as following steps [5]: 
1. Data representation: In this project, data is represented as 

probability or distributional data. Then every block with size 
of 6x8 pixels is grouped and used to generate a Gaussian 
model based on its one feature value, e.g. Hue or Intensity. 
Each block is represented as the mean value and standard 
deviation as one input data. 
Image is represented in HSV space (Hue, Saturation and   
Intensity) provides a separate channel for hue, saturation and 
intensity information, from which texture features can be 
extracted. 

2. Modelling: this step is to choose a method to formally 
characterize interesting and relevant cluster structures in data 
set. Here, K-Means clustering is applied. It is a least squares 
partitioning method that divide a collection of objects into K 
groups. 

3. Optimization: apply EM (Estimation - Maximisation) 
algorithm.  
E step: K-Means is applied as in step 2. It is a least squares 
partitioning method that divide a collection of objects into K 
groups. 
M step: maximise its cost function. The likelihood 
maximization step estimates the mixture parameter, centres 
and standard deviation. 

4. Validation: there is nothing done for this at this stage. It is 
necessary to find some ways to validate the result in the 
future. 

 

4 RESULTS 
4.1 City Model Image 
The model image is treated as a reference. So, generating the 
correct image is very important to this project. Figure 5 shows the 
image (on the right bottom corner) rendered by a 3DMax script. 

On the top right corner is the script window. This script sets the 
camera to the correct position and generates an image that is very 
similar to the one taken from the PDA camera (Figure 5). 

 
` 

 
Figure 6: User image from client PDA camera 

(600x800 resolution) 
 

4.2 Radon Transform 
Figure 7 shows the lines found before and after the post-
processing, which was mentioned in Section 3. Figure 7(b) 
contains more errors in vertical line detection (inside the oval in 
long dash). This is because around those edge areas, the dots are 
very dense and noisy (caused by the pattern in the real image), 
and the computer will misinterpret a single line as several lines. 
The parameters (rho and theta) of these lines are very close to 
each other. Based on this knowledge, we can apply some post-
processing to eliminate this error. After the modification, lines in 
Figure 7(c) are more reasonable. Figure 8 shows the lines in the 
model image after modification. You can see there are some 
difference between Figure 7(c) and Figure 8. This is caused by the 
pattern on the building and also the accuracy of the orientation 
and GPS data. However, as we will do the texture mapping on the 
city model and modify the GPS to DGPS (Differential GPS) data 
in the near future, this result will be improved afterwards. 
Table 1 displays the parameters for the user image before and 
after post-processing and the city model image after modification. 
In this table, each couple of rho and theta defines a peak in Hough 
space (shown as the starts in Figure 7 (a)). In image space, this 
peak represents a line as showed in Figure 7 and Figure 8. 

 
Figure 5: Image generation from city model. 



In the parameter data for Figure 7(b), Line 02 (67, 95) and Line 
06 (66, 95) should be the same line. This error is caused by the 
dense and noisy dots in those areas. Also, line4 and line8, and 
line7 and line9 have the same problem. However, in the second 
column represented the line in Figure 7(c), Line 07, Line 08 and 
Line 09 are not there anymore. 

Table 1 Line parameters 

 
The line data for Figure 7(c) and 8 do not match very well. The 
most likely reason is that the image from the city model lacks 
texture.  Note that the orientation data obtained are not accurate 
enough. This method will be used in conjunction with the 
segmentation approach and modelled data will be compared with 
sampled images in order to determine the usefulness of each 
method. 
 

(a) 

 
(b)  

(c) 
 

Figure 7: Lines detected in the user-supplied images using 
the Radon Transform (b) before post-processing and (c) 

after post-processing. Note pre-processing has been applied 
on both figures.  (a) shows the peaks of (c) in Hough space  

 
 

 
Figure 8: Lines in the city model image detected using the 

Radon Transform 
 

4.3 Segmentation 
This experiment is to apply the segmentation method to each 
picture and find the centre for each group. The results show that 
the two different pictures for the same building have close centres 
while the centres for a different building are more different 
(showed in Figure 9).  
In order to arrive at an initial estimate of the underlying Gaussian 
alphabet for the later stages of clustering, a conventional Gaussian 
mixture model estimation step is carried out with the colour 
values of the image pixels as input data (this experiment use Hue 
and Intensity). Each input data (the mean and standard deviation 
of a Gaussian model) is generated from a block of 6x8 image 
pixels. In other words, the total input data is 100x100 (as the 
image is 600x800). The following work is to cluster this 10,000 
data set into 3 groups, which means, this experiment is going to 

Lines in Figure 
7(b) 

Lines in Figure 
7(c) 

Lines in 
Figure 8 

 

rho theta rho theta rho theta 
Line 01 -398 0 -398 0 99 92 
Line 02 67 95 67 95 -176 88 
Line 03 -222 89 -222 89 44 179 
Line 04 -71 0 -71 0 210 2 
Line 05 -91 0 -91 0 -137 1 
Line 06 66 95 -117 0 277 2 
Line 07 -117 0 8 94     22 0 
Line 08 -74 2 200 176 -158 0 
Line 09 -119 0 19 78 287 176 
Line 10 8 94 139 179 346 3 



segment the picture into 3 groups by it Hue or Intensity values. In 
this case, K-Means is applied to do the estimation. After that, use 
M-step for optimization. Results of the segmentation are showed 
in Figure 9. 
Figure 9 (a) shows the PDA camera picture (with resolution 600 x 
800) taken by different people in different time. The problem with 

different users, taking different views, but expecting the same 
result, is clearly evident. This also allows the robustness of the 
building identification to be tested. Later versions of the system 
will direct the user to take further pictures or assist them in taking 
better pictures. Figure 9 (b) shows the segmentation based on the 
Hue and Intensity value, where the image has been processed so 
that each pixel in hue or intensity belongs to one of three groups. 
Figure 9 (c) shows the average and standard deviation of each of 
these groups. These results are displayed in Figure 10. The centres 
for Figure 10 are from two different red-brick buildings, but even 
here, it can be seen that the intensity values of the building show 
significant differences from the other. Work is presently 
developing appropriate limits for the segmentation sets. 
In Figure 10, the cross, dot, and start respectively represent the 
centres in picture 4, picture 5 and picture 9. The X and Y value of 
the centre also stand for the mean and standard deviation of the 
Gaussian model of each group. For another word, these centres 
are in some way representing the feature of the image.   

 
(a) 

 
(b) 

 
Figure 10: Centres for each group 

(a) shows the centres from Hue segmentation and (b) 
shows the centres from Intensity segmentation. 

 
Picture4 Picture5 Picture9 
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 Hue Intensity 
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Picture 
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Picture 9 

 
 

(b) 
 

Pictur
e 4
  

centres1 = 
    0.1077    0.0046 
    0.3444    0.0527 
    0.6160    0.0149 

centres3 = 
    0.8831    0.0030 
    0.5934    0.0075 
    0.3293    0.0053 

Pictur
e 5 

centres1 = 
0.1286    0.0056                 
0.3282    0.0483  
0.5537    0.0123       
 

centres3 = 
    0.9162    0.0083 
    0.3261    0.0083 

0.6748    0.0124     
 

Pictur
e 9 

centres1 =   
    0.1353    0.0065 
    0.3386    0.0403 
    0.5901    0.0209 

centres3 =   
0.2836    0.0137 
0.5516    0.0233     

    0.8409    0.0105 

(c) 
 

Figure 9 Segmentation for 3 different pictures 

 



4.4 GPS Data receive and Bluetooth transfer 
Figure 11 shows the windows to display GPS data for PDA 
(shown as B in the figure) and laptop (showed as A), which 
enables the PDA to obtains the serial data from the GPS receiver 
(device D) every two second and passes it to the laptop. Laptop 
keeps the data in the memory and updates it every 5 minutes. 
Program is developed using eMbedded Visual C++ and 
WIDCOMM Bluetooth SDK.  Device C in the figure is the 
Bluetooth adapter for laptop, which enables the laptop to 
communicate with the PDA in Bluetooth. 
 

 
Figure 11: GPS data display on Laptop from PDA 

 

5 CONCLUSION 

In this paper, a system to help people acquire urban information, 
including the building and geographical information is presented. 
It is integrated with different hardware devices, software 
applications and networks. 
With this system, the city model is not only for the use of city 
promotion, indoor, environment planning or architectural design, 
but it also offers a useful database for tourists and travellers. We 
believe our system provides a good demonstration of a PDA 
application and is especially useful for tourists for its mobility. Its 
main contribution is that people can travel around without having 
to refer to maps and guidebooks. The city model is fully used to 
provide information to people at any time and anywhere, in 
contrast to fixed kiosks and indoor presentations. Some public 
space on the server is available for user to keep their pictures 
temporarily to overcome the limitation of the memory cards. Two 
methods for object recognition have been described and 
improvements have been discussed. A self-develop program has 
been shown in Section 4.4. 
As PDA is still not a complete system for this research, there have 
been difficulties in working around the limitations of the device, 
e.g. 
• As described in section 2.1, PDA does not provide enough 

interfaces. This causes two problems. First is that we need to 
use a laptop in this project. It makes the system heavier and 
not portable. Second is that it is not possible for us to debug 
the serial port as the serial port and the synchronization 
cradle are sharing the same port. 

• The development tool doesn’ t fully support HOOK function. 
And it makes more difficult to catch the application event 
and combine the background program with active program, 
like the camera application.  

• The battery is not able to work for a long time. Since this 
application is especially designed for tourists. It is quite 
important for the PDA to work for a long time while it is not 
possible to charge it all the time. 

Further works will include: 
• Continue the self-develop program, e.g. the management 

between orientation data and GPS data and how to catch the 
“ take picture”  action 

• Applying texture mapping to the city model 
• Applying segmentation for building recognition 
• Automating of the whole system 
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ABSTRACT 
Ease of browsing and searching for information on mobile 
devices has been an area of increasing interest in the 
information retrieval (IR) research community. While some 
work has been done to enhance the usability of handwriting 
recognition to input queries, the characteristics of speech as an 
input mechanism have not been extensively studied. It is 
intuitive to think that users would speak more words when 
issuing their queries due to the ease of speech when they are 
enabled to form queries via voice to an information retrieval 
system than forming queries in written form. Is this in fact the 
case in reality? This paper presents some new findings derived 
from an experimental study to test this intuition, and assesses 
the feasibility of the spoken queries for the search purposes. 

 

1. INTRODUCTION 
Today, the phone is the most widely adopted communications 
device anywhere in the world. Mobile phone subscriptions are 
increasing faster than Internet connection rates. A new market 
study indicates that nearly 700,000 people around the world 
are signing up every day for mobile phone subscriptions, even 
though mobile phone calls cost about three times as much as 
calls made wit h fixed or "wired" telephones. There were 23 
million mobile phone subscriptions which surpassed the total 
population in Taiwan by the end of March in 2002. In UK, 
70% of adults said they owned or used a mobile phone and 
almost 4 in 5 (78%) UK homes claimed to have at least one 
mobile according to a survey in May 2001. The development 
of wireless technology enables this huge mobile user 
community to take advantage of the large amount of 
information stored in digital repositories and access the 
information anywhere and anytime they want such as stock 
trading, e-commerce, travel reservations, order placements and 
tracking, and much more. Currently, the means of input user’s 
information needs available are very much limited in keypad 
capability by either keying in or using a stylus on the mobile 
phone screen. Text -entry rates for the multi-tap method on 
older mobile phones are commonly 7-15 wpm; with predictive-
text facilities this rate roughly doubles [3]. Key-tapping would 
therefore allow the entry of a typical 10-word question in 20-

40 seconds, with continuous visual attention. Hand-writing 
with a stylus can be doubled at comparable speeds [4]. This 
would suffice to satisfy some information needs. However, 
such input style does not work well for those users in many 
situations such as when users are moving around, using their 
hands or eyes for something else, or interacting with another 
person. In addition, the availability of screens and keyboards 
are not useful to those with visual impairment such as 
blindness or difficulty in seeing words in ordinary newsprint, 
not to mention those with limited literacy skills. In all those 
cases, given the ubiquity of mobile phone access, speech 
enabled interface has come to the lime light of today’s IR 
research community which lets users access information solely 
via voice.  

 
The transformation of user’s information needs into a search 
expression, or query is known as query formulation. It is 
widely regarded as one of the most challenging activities in 
information seeking [1].  Research on query formulation with 
speech is denoted as spoken query processing (SQP), which is 
the use of spoken queries to retrieve textual or spoken 
documents.  From 1997 (TREC-6) to 2000 (TREC-9), TREC 
(Text Retrieve Conference) evaluation workshop included a 
track on spoken document retrieval (SDR) to explore the 
impact of automatic speech recognition (ASR) errors on 
document retrieval, the conclusion draw from this three years 
of SDR track is that SDR is a “solved problem” [13]. SQP has 
very much been focusing on studying the level of degradation 
of retrieval performance due to errors in the query terms 
introduced by the automatic speech recognition system. The 
effect of the corrupted spoken query transcription has a heavy 
impact on the retrieval ranking [15]. Because IR engines try to 
find documents that contain words that match those in the 
query, therefore any errors in the query have the potential for 
derailing the retrieval of relevant documents. Two groups of 
researchers have investigated this problem by carrying out 
experimental studies. One group [5] considered two 
experiments on the effectiveness of SQP. In their first 
experiment, they recorded 35 TREC queries (topics 101-135) 
with query length ranging from 50 to 60 words with word error 
rate at three different percentage levels: 25, 33 and 50. The 
second experiment adopted substantially shorter queries of 



three lengths: 2-4, 5-8, and 10-15 content words which showed 
that as the query got slightly longer, the drop in effectiveness 
of system performance became less. Further analysis of the 
long queries by another group showed that [6] the longer 
“long" queries are consistently more accurate than the shorter 
“long" queries. In general, these experiments concluded that the 
effectiveness of IR systems degrades faster in the presence of 
automatic speech recognition errors when the queries are 
recognized than when the documents are recognized. Further, 
once queries are less than 30 words, the degradation in 
effectiveness becomes even more noticeable [7]. Therefore, it 
can be claimed that despite the current limitations of the 
accuracy of speech recognition software, it is feasible to use 
speech as a means of posing questions to an information 
retrieval system which will be able to maintain considerable 
effectiveness in performance. However, the query sets created 
in these experiments were dictated from existing queries in 
textual forms. Will people use same words, phrases or 
sentences when formulating their information needs via voice as 
typing onto a screen? If not, how different their queries in 
written form are from spoken form?  Dictated speech is 
considerably different from spontaneous speech and easier to 
recognise [8].  It would be expected that spontaneous spoken 
queries to have higher levels of word error rate (WER) and 
different kinds of errors. Thus, the claim will not be valid until 
further empirical work to clarify the ways in which 
spontaneous queries differ in length and nature from dictated 
ones.  
 
In this paper we present the results of an experimental study 
on the differences between written queries and their 
counterpart in spoken forms. The paper is structured as 
follows. Section 2 discusses the usefulness of speech as a 
means of query input. Section 3 describes our experimental 
environment of the study: the test collection and the 
experimental procedural. The results of this study are reported 
in section 4. Conclusion with some remarks on the potential 
significance of the study and the future directions are presented 
in section 5. 

 

2. THE QUESTION OF SPOKEN 
QUERIES 
The advantages of speech as a modality are obvious. It is 
natural just as people communicate as they normally do. It is 
rapid: commonly 150-250 wpm [9]. It requires no visual 
attention. It requires no use of hands. All mobile phones and 
many PDAs are equipped with microphones. 
 

However, ASR systems are imperfect, which means that there 
is bound to be recognition mistakes at different levels 
depending on the quality of the ASR systems. Queries are 
generally much shorter than documents in the form of both text 

and speech. The shorter duration of spoken queries provides 
less context and redundancy, and ASR errors will have a greater 
impact on effectiveness of IR systems [7]. In contrast with 
spoken documents which can be processed and indexed offline, 
spoken queries need to be processed online and “almost” in real 
time. This intensifies the already computational expensive 
recognition process and demands the time for speech process 
to be kept short as It has been ob-served that user satisfaction 
with an IR system is dependent also upon the time the user 
spends waiting for the system to process the query and 
display the results [18]. Furthermore, input with speech is not 
always perfect in all situations. Speech is public, potentially 
disrup tive to people nearby and potentially compromising of 
confidentiality.  Speech becomes less useful in noisy 
environment. The cognitive load imposed by speaking must not 
be ignored. Generally when formulating spoken queries, users 
are not simply transcribing information but are composing it. 
For such tasks, the real limiting factor may be how quickly one 
can generate and formulate ideas. In this sense, it is no different 
from an accomplished typist who may be able to copy 
information quickly, but is slowed considerably when having to 
compose original text. 
 
However, despite the unavoidable ASR errors, research shows 
that the classical IR techniques are quite robust to considerably 
high level of WER (about up to 40%), in particular for longer 
queries [12]. Voice is more expressive.  It has more cues 
including voice inflection, pitch, and tone. Research shows that 
there exists a direct relationship between acoustic stress and 
information content identified by an IR index in spoken 
sentences since speakers stress the word that can help to 
convey their messages as expected [16]. People also express 
themselves more naturally and less formally when speaking 
compared to writing and are generally more personal. It has 
long been proved that voice is a richer media than written text 
[10]. Thus, we would expect, as a result, that spoken queries 
would be longer in length than written queries. Furthermore, 
the translation of thoughts to speech is faster than the 
transition of thoughts to writing. To test these two 
hypotheses, we constructed an experiment as described in the 
following section. 

3. EXPERIMENTAL STUDY 
Our view is that the best way to assess the differentiations in 
query formulation between spoken form and written form is to 
conduct an experimental analysis with a group of potential 
users in a setting as close as possible to a real world application 
[14]. We used a within-subjects experimental design [19] and in 
total, 12 subjects participated.  
 

3.1 Subjects 
As retrieving information via voice is still relatively in its 
infancy, it would be difficult to identify participants for our 



study. We therefore decided to recruit from an accessible group 
of potential participants who is not new to the subject of 
Information Retrieval. Seven of our participants members were 
from the IR research group who have knowledge of Information 
Retrieval to some degree and 5 participants were research 
students who all have good experience of using search engines 
within the department of computer and information sciences, 
but few have prior experience with Vocal Information 
Retrieval. Our subjects participated the experiment voluntarily. 
It is worth to mention that all participants were native English 
speakers. There would be no language barriers for them to 
understand and formulate their information needs in English. 

3.2 Text collection 
 

Table 1: An example of TREC topic 

 

<id> 1 

<title> Topic:  Coping with overcrowded prisons 

 <desc> Description: 

The document will provide information on jail and prison 
overcrowding and how inmates are forced to cope with those 
conditions; or it will reveal plans to relieve the overcrowded 
condition. 

<narr>  Narrative: 

A relevant document will describe scenes of overcrowding that 
have become all too common in jails and prisons around the 
country.  The document will identify how inmates are forced to 
cope with those overcrowded conditions, and/or what the 
Correctional System is doing, or planning to do, to alleviate the 
crowded condition. 

 

The Topics we used for this experimental study was a subset 
of 10 topics extracted from TREC topic collection. Each topic 
consists of four parts: id, title, description and narrative. An 
example of such topic is shown in Table 1. 
 

3.3 Experimental procedural 
The experiment consisted of two sessions. Each session 
involved 12 participants, one participant at a time. The 12 
participants who took part in the first session also took part in 
the second session. An experimenter was present throughout 
each session to answer any questions concerning the process at 
all times. The experimenter briefed the participants about the 
experimental procedure and handed out instructions before each 
session. Each participant was given the same descriptions of 10 
topics in text form, which were extracted from TREC topics. 
The 10 topics were in a predetermined order and each had a 
unique ID. The tasks were that each participant was asked to 
form his/her own version for each topic in either written form 

or spoken form as instructed via a graphic user interface (GUI) 
on a desktop screen (written in Java). For session 1, each 
participant was asked to form his/her queries in written form 
for the first 5 queries and in spoken form for the second 5 
queries via the GUI.  

 

For session 2, the order was reversed, that was each participant 
presented his/her queries in spoken form for the first half 
topics and in written form for the second half topics via the 
GUI. Each session lasted approximately 3 hours, which gave 
each participant to finish the tasks within 30 minutes and a 
maximum of 5 minutes time constraint was also imposed on 
each topic. Session 2 was carried out one week after session 1, 
this was because after the participants had taken part in 
session 1, they had familiarised themselves with the 10 topics 
to some degree, which would definitely pose a threat to the 
validity of our data if they worked with the same topics in 
session 2 immediately.  By running session 2 some time after 
session 1, we hoped this threat would be minimised. At the end 
of the experiment, each participant was interviewed for about 
10 minutes and a questionnaire was administered to each 
participant in order to obtain additional information about the 
process by which a participant formed the queries.  

3.4 Data capture 
We utilised three different methods of collecting data for post-
experimental analysis: background system loggings, interviews 
and questionnaires. Through these means we could collect data 
that would allow us to analyse and test the experimental 
hypotheses.  

 

During the course of the experiment, the written queries were 
collected and saved in text format along with the duration of the 
formulation for each query after the participates typed their 
queries into the query field in the GUI and clicked “submit” 
button. The duration of each written query was counted as the 
total time a participant spent to comprehend a topic and 
formulate his/her query in the query field and submit it. The 
spoken ones were recorded and saved in audio format in a wav 
file for each participant automatically along with the duration 
for each query. After reading a topic, to record a query, the 
participant could click “starting speaking” button and speak 
his/her query into a microphone and then click “stop speaking” 
to terminate the recording.  Similarly, the duration of each 
spoken query was calculated as the total time a participant 
needed to comprehend a topic and record his/her query.  

 

The interviews sought to solicit participants’ comments on the 
GUI design and explanations of his/her occurrence of some 
exceptional behaviour the experimenter observed during the 
course of experiment. They were also asked to point out the 



easiest and most difficult topics in written and spoken form 
and the reasons for their judgments.  

 

The same questionnaires would be handed out after the 
completion of both sessions to gather participants’ assessment 
on the complexity of the tasks. By comparing their answers, 
we could see how their ratings on the difficulty of the tasks 
would vary from session 1 to session 2.  

4. Experimental results & analysis  
From this experiment, we have collected 120 written queries 
and 120 spoken queries. Some of the characteristics of written 
and spoken queries are reported in Table 2 and Table 3 
respectively. 
 

Table 2: Characteristics of WRITTEN queries    

Data set        q1-q120 

Number of queries   120

Unique terms in queries   328

Average query length (with stopwprds) 9.54

Average query length (without stopwords) 7.48

Median query length (without stopwords) 7

Average duration     02:13

 

Table 3: Characteristics of SPOKEN queries    

Data set        q1-q120 

Number of queries   120

Unique terms in queries   459

Average query length (with stopwords) 23.07

Average query length (without stopwords) 14.33

Median query length (without stopwords) 11

Average duration     01:58

 

These two tables pictured clearly that the average length of 
spoken queries is longer than written queries with a ratio 
rounded at 2.48 as we have hypothesised. After stopwords 
removal, the average length of spoken queries reduced from 
23.07 to 14.33 with a 38% reduction rate and the average length 
of written queries reduced from 9.54 to 7.48 with a reduction 
rate at 22%. These figures indicated that spoken queries 
contained more stopwords than written ones. This indication 
can also be seen from differentials between the average length 
and median length for both spoken and written queries. There 
had no significant differences on durations for formulating 
queries in spoken and written forms. 

The number of unique terms occurred in the written query set 
and spoken query set were very small. This  was because that 
each participant worked on the same 10 topics and generated a 
written query and a spoken query for each topic, therefore, 
there were 12 versions of written queries and 12 versions of 
spoken queries in relation to one topic. 

 

4.1 Length of queries across topics 
The average length of spoken and written queries for each topic 
across all 12 participants was calculated and presented in Fig. 
1. 
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   Fig. 1 Average length of spoken and written queries per topic 

 

In Fig.1, the line for spoken queries is always above the line for 
written queries, which suggests the spoken queries were 
lengthier than the written ones. This was a case for every topic 
persistently.  This was exactly what we would expect to see. 
We know from previous studies that the textual queries 
untrained users posed to information retrieval systems are 
short: most queries are three words or less. With some 
knowledge of information retrieval and high usage of web 
search engines, our participants formulated longer textual 
queries. When formulating queries verbally, the ease of speech 
encouraged participates to speak more words. A typical user 
spoken query looks like the following:  

 

“I want to find document about Grass Roots Campaign by 
Right Wing Christian Fundamentalist to enter the political 
process to further their religious agenda in the U.S.  I’m 
especially interested in threats to civil liberties, government 
stability and the U.S. Constitution. and I’d like to find feature 
articles, editorial comments, news items and letters to the 
editor.” 

 

Whereas its textual counterpart is much shorter:   

“Right wing Christian fundamentalism, grass roots, civil 
liberties, US Constitution.” 

 



4.2 Length of queries across participants 
We also summarised the length of queries for all 10 topics 
across all participants. The average length of queries per user is 
presented in Fig. 2.   
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Fig. 2 Average length of queries per user 

 
We could observe from Fig. 2 that it was the same case for 
every participant that his/her spoken queries were longer than 
written ones consistently. However, the variations of the 
length between spoken and written queries for some 
participants were very timid. In fact, after we studied the 
transcriptions of spoken queries, we observed that the spoken 
queries generated by a small portion of participants were very 
much identical to their written ones. The discrepancies of 
length within written queries were very insignificant and 
relatively stable. All participants used similar approach to 
formulate their written queries by specifying only keywords. 
The experience of using textual search engines influenced the 
participants’ process of query formulations. For most popular 
textual search engines, the stopwords would be removed from a 
query before creating the query representation. Conversely, the 
length fluctuated rapidly within spoken queries among 
participants.  We didn’t run a practise session prior to the 
experiment such as to give an example of how to formulate a 
written query and a spoken query for a topic, because we felt 
this would set up a template for participants to mimic later on 
during the course of experiment and we wouldn’t be able to 
find out how participants would go about formulating their 
queries. In this experiment, we observed that 8 out of 12 
participants adopted natural language to formulate their queries 
which were very much like conversational talk and 4 
participants stuck to the traditional approach by only speaking 
keywords and/or broken phrases. They said they didn’t “talk” 
to the computer was because they felt strange and 
uncomfortable to speak to a machine.  
 
 

4.3 Duration of queries across topics 
The time spent to formulate each query was measured. A 
maximum of 5 minutes was imposed on each topic and 

participants were not allowed to work past this. All 
participants felt that the time given was sufficient. There was 
only one occasion a participant didn’t formulate a written 
query within the time limit.  
 

The average time participants spent on each topic is shown in 
Fig. 3. For the first half topics, more time was needed to form 
the written queries than spoken ones but the discrepancy was 
not as great as we expected. Participants spent almost same 
time to formulate query in written and spoken forms for each 
of the second half topics. From this figure, we were able to 
establish that no significant difference existed between the two 
query forms in terms of the duration. This appears to reduce a 
little weight to our claim that perhaps the participants would 
require less time to form spoken queries since that is the way 
people communicate to each other. However, we couldn’t 
neglect the fact that the cognitive load of participant to speak 
out their thoughts was also high. Some of them commented that 
they had to well-formulat e their queries in head before speaking 
aloud with no mistakes. One could revise one’s textual queries 
easily in a query field, but it would be difficult for the 
computer to understand if one corrected one’s words while 
speaking. Information retrieval via voice is a relatively new 
research area and there aren’t many working systems available 
currently. Lacking of experience also pressurised the spoken 
query formulation process. 
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 Fig. 3 Average duration of queries per topic 

 

4.4 Duration of queries across participants 
The duration of queries per participant is shown in Fig. 4. 
Some participants spent less time on spoken queries than 
written ones, whereas it was a reverse case for some other 
participants. The variations of durations across all participants 
were very irregular and there were no any significant 
differences among the durations for the two forms, therefore, 
we were unable to establish any strong claims. Nevertheless, 
the figure did show that two thirds of the participants spent 
less time on spoken queries than written ones whereas only 
one third of the participants required more time for spoken 
queries than written ones.  



00:00
00:43
01:26
02:10
02:53
03:36
04:19

U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12
User ID

du
ra

tio
n 

in
 m

m
:s

s

duration for written queries
duration for spoken queries

 
Fig. 4 Average duration of queries per user 

 

4.5 Length of spoken and written queries 
without stopwords across topics  
From the previous analysis, we know that spoken queries as a 
whole were definitely lengthier than written queries. One 
would argue that people with natural tendency would speak 
more conversationally which results in lengthy sentences 
containing a great deal of function words such as prepositions, 
conjunctions or articles, that have little semantic contents of 
their own and chiefly indicate grammatical relationships, which 
have been referred as stopwords in information retrieval 
community, whereas the written queries are much terser but 
mainly contain content words such as nouns, adjectives and 
verbs, therefore, spoken queries would not contribute much 
than written queries semantically. However, after we removed 
the stopwords within both the spoken and written queries and 
plotted the average length of spoken and written queries against 
their original length in one graph, as shown in Fig. 5, which 
depicts a very different picture.   
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           Fig. 5 Average length of queries across topics 

 

As we can see from above figure, the line for spoken queries is 
consistently on top of the one for the written queries; after 
stopword removal, each of them are also undoubtedly 
becoming shorter. Moreover, the line for spoken queries 
without stopwords stays above the one for written queries 

without stopwords consistently across every topic. 
Statistically, the average spoken query length without 
stopwords is 14.33 and for written query, that is 7.48, which 
shows the spoken queries have almost doubled the length of 
the written ones. This significant improvement in length 
indicates that the ease of speaking encourages people to 
express not only more conversationally, but also more 
semantically. From information retrieval point of view, more 
search words would improve the retrieval results. Ironically, 
for mobile information access, the bane is the very tool that 
makes it possible: the speech recognition. There are wide range 
of speech recognition softwares available both for commercial 
and research purposes. High quality speech recordings might 
have a recognition error rate of under 10%. The average word 
error rates (WER) for large-vocabulary speech recognisers are 
between 20 to 30 percent [2]. Conversational speech, 
particularly on a telephone, will have error rates in the 30-40% 
ranges, probably on the high end of that in general. In this case 
in our experiment, even if at the WER at 50%, it would not 
cause greater degradations on the meanings for spoken queries 
than written queries, in other word, the spoken information 
clearly has the potential to be at least as valuable as written 
material.  

 

4.6 Length of spoken and written queries 
without stopwords across participants 
The average length of spoken and written queries with and 
without stopwords across all 12 participants is shown in Fig. 
6. This graph shows a consistency with the result of the 
previous analysis that people tend to use more function words 
and content words in speaking than writing. This is a very case 
for every participant in our experiment. 
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 Fig. 6 Average length of queries per user 

5. Conclusion & future work 
This paper reports on an experimental study on the 
differentiations between spoken and written queries in terms of 
length and durations of the query formulation process, which 
also serves as the basis for the preliminary speech user 
interface design in the near future. The results show that using 



speech to formulate one’s information needs not only provides 
a way to express naturally, but also encourages one to speak 
more semantically. This means that we can come to the 
conclusion that spoken queries as a means of formulating and 
inputting information needs are utterly feasible. 

 

Information retrieval systems are much more sensitive to 
recognition errors when the queries are spoken than when the 
documents are speech recognition output [11]. We are fully 
aware of this potential threat, therefore for future work, we’d 
like to transcribe the recordings of the spoken queries using 
automatic speech recognition software and identify an 
information retrieval system which can be used to evaluate the 
effect of word error rate of spoken queries against written 
queries on the effectiveness of the retrieval performance. 

 

In the mean time, we are carrying out a similar experiment on 
Mandarin which has a completely different semantic structure 
from English. The topics being used for this experimental study 
are a subset extracted from the TREC-5 Mandarin Track and 
the participants are all native Mandarin speakers with good 
experience in using search engines.  The results obtained from 
this study will be compared to the ones reported in this paper. 
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ABSTRACT
Information should be available everytime and everywhere
in the ubiquitous computing world. Environment conditions
such as bandwidth, server availability, physical resources,
etc. are volatile and require sophisticated adaptive capa-
bilities. Designing this kind of system is a complex task,
since a lot of concerns could get mixed with the application’s
core functionality. Aspect-Oriented Programming (AOP) [6]
arises as a promising tool in order to design and develop
ubiquitous systems, because of its ability to separate cross-
cutting concerns.

In this paper we propose an AOP-based architecture to de-
couple the several concerns that ubiquitous software com-
prises.

Keywords
Ubiquitous Software, Aspect-Oriented Programming, Adap-
tation, Context Awareness

1. INTRODUCTION
An ubiquitous application should be highly adaptable, since
it will be exposed to a world where runtime conditions change
continuously. It must be able to face resource variabil-
ity, user mobility, user’s changing needs, heterogeneous net-
works and so on, by adapting itself as automatically as pos-
sible. As a consequence of the high number of concerns that
must be modelled and the way in which they interact, this
kind of system is prone to mismatching designs.

By adaptive capability we mean the system’s ability to adapt
itself to new run-time scenarios, such capabilities which cope
with specific issues (for instance: networking, system faults,
etc.) should be applied in an automatic way, so that the user
is not disturbed. Furthermore, adaptive capabilities should
be incremental, that is, they should evolve in runtime, catch
and store information regarding the system’s context for fur-
ther use.

It is desirable for the adaptive capabilities and the sys-
tem’s core functionality to be handled orthogonally, so that
they can evolve individually and promote system’s flexibil-
ity. Besides, adaptive capabilities should be isolated from
each other as much as possible, in order to avoid conflicts
among them and to promote the reuse of such capabilities
across families of systems.

An aspect-oriented design could lead us to a better separa-
tion of concerns for self-adaptive ubiquitous applications, by
isolating the several features composing them.

In this paper we present our approach to separate adaptive
capabilities from the system main functionality. Section 2
and 3 present concepts related to ubiquitous computing and
aspect-oriented programming. In section 4 we present our
approach through an example. The next section presents an
analysis of advantages and disadvantages of this approach.
Finally, we state our conclusions.

2. ADAPTATION IN UBIQUITOUS COM-
PUTING

An ubiquitous computing system consists of (a) a (possibly
heterogeneous) set of computing devices; (b) a set of sup-
ported tasks; and (c) some optional infrastructure (e.g., net-
work, GPS location service) the devices may rely on to carry
out the supported tasks. [10]

Several approaches have been proposed to construct ubiqui-
tous software artifacts. As expressed in [1] an architecture-
based adaptation could be used to model adaptive systems,
but in this approach most layers composing the system are
aware of the existence of the others. In this way, changes
in one layer could affect the others. It is desirable to use a
transparent adaptation mechanism, where adapted compo-
nents are not aware of it.

To adapt system’s behaviors it is necessary to know the envi-
ronment which surrounds the system. The set of properties
characterizing the environment defines its context. A more
formal definition of context is given in [4]: ”the reification of
certain properties, describing the environment of the appli-
cation and some aspects of the application itself”. Context
often comprises properties related to spatial and temporal
positioning, networking, device constraints, user’s needs and
the application. A detailed study of context is given in [4]
and [5].



3. ASPECT-ORIENTED PROGRAMMING
A cross-cutting concern is a concern that is spread along
most of the modules of a system. Typical cross-cutting con-
cerns are persistence, synchronization, error handling. etc.
As it is said in [3]: ”...existing software formalisms support
separation of concerns only along a predominant dimension
neglecting other dimensions... with negative effects on re-
usability, locality of changes, understandability...”. These
secondary dimensions correspond to cross-cutting concerns.
This is specially applicable to ubiquitous software, where a
lot of dimensions are present.

Aspect-Oriented Programming (AOP for short) [8] is the
technology resulting from the effort to modularize cross-
cutting concerns.

The intuitive notion of AOP comes from the idea of sepa-
rating the several concerns that are present in any system.
For instance, imagine a system where many logging opera-
tions are performed in order to track system flow control. In
such a case, logging sentences are scattered along the mod-
ules of this system (e.g. printf for a C implementation).
The logging concern does not have a materialization in this
system, making its maintenance difficult (just imagine if it
is necessary to change a paramenter passed to the printf

function).

The goal of AOP is to decouple those concerns, so that the
system’s modules can be easily maintained. AOP introduces
a set of concepts such as those defined in [11]:

Join Point A join point is a well-defined point
in the program flow (for instance a method
call, an access to a variable, etc)

Point-Cut A point-cut selects certain join points
and values at those points.

Advice Advices define code that is executed when
a point-cut is reached.

The program whose behavior is affected by aspects is usu-
ally called base program. To indicate where the code of the
aspects has to be executed, it is necessary to define the join-
points and point-cuts. The aspect’s code is composed of
advices and the point-cuts where those advices must be ap-
plied. Advices could be compared to methods (in the object-
oriented paradigm) defined within the aspects. When using
aspects, the idea is to modularize cross-cutting concerns as
aspects. These aspects contain the code to handle the con-
cerns. Since the concern is a cross-cutting one, it is necessary
to apply the behavior defined in the aspect in several places
of the base program. This is done by defining the join-points
and point-cuts that refer to the base program, and linking
the code of the advices to the proper point-cuts.

Asit will be shown in the next sections, we have used these
AOP concepts to adapt the behavior of an ubiquitous system
to runtime environment.

4. DECOMPOSING UBIQUITOUS
SOFTWARE USING ASPECTS

We propose the use of AOP to separate the core function-
ality concern from the context-awareness concerns during
design and implementation time, so that the models can
evolve independently. By using AOP, the core application
can be adapted in a transparent way, since it is not aware
of context constraints. At the same time, the abstraction
from those details makes the core application easier to de-
sign and implement. By encapsulating adaptation mecha-
nism and separating it from the base application, a more
reusable context representation and adaptation mechanism
can be obtained.

4.1 Exemplary Application
To illustrate our approach we will use the following example:

We must face the design of a personal assistant
application for tourism. The aim of our applica-
tion is to provide the user relevant information
about the place where he is in, for instance, ac-
commodation locations, restaurants, museums,
etc. Furthermore, it must report the user’s cur-
rent location.

Implementations of the application must be able
to run on a desktop computer, a laptop and PDAs,
using wired or wireless connections to the servers.
There are a lot of servers which provide tourism
information to the end user. It is supposed that
a client application can connect to a different
server according to the client’s geographic loca-
tion. Since there are different resource availabil-
ity for each type of client (screen resolution, pro-
cessing power, memory, etc), and there are other
runtime changing issues such as bandwidth, lo-
cation, etc., the whole system should be able to
adapt itself to provide information in the proper
way.

The natural architecture is a client-server one, where con-
straints associated with ubiquity make it more complex.
From the client application’s point of view, the designer
must be conscious of:

• User’s mobility: this affects the information that must
be requested to the server and displayed. For instance,
as the user goes on his trip, the system should report
different accommodation vacancies for different cities.

• Variability of resources: the client application running
on different devices is capable of using different res-
olutions to show graphics, variable memory amount,
etc.

• Variability of available bandwidth: the information
should be available on time, therefore the client ap-
plication should request information sized according
to the connection’s throughput.

We will analyze the impact of an AO design to reach a better
separation of the concerns involved.



4.1.1 Identifying System’s Concerns
The system’s functionality can be sumarize as to provide the
user assistance during a trip, according to some quality at-
tributes: performance and reliability, across changing com-
putational environments. The application relies on several
servers that provide requested information.

To cope with this general requirement, we must analyze
which concerns are present. As a preliminary list of con-
cerns of this application, we find the following:

1. System’s core functionality: tourism assistant.

2. Visualization Concern: it means that information should
be obtained in a format(textual, high or low resolution
graphics) that can be displayed by the device.

3. Communication Concern: it means that communica-
tion should be optimized according current networking
connection.

4. Memory Consumption Concern: this concern refers to
the fact that requested information can be stored by
the device.

5. Spatio-Temporal Concern: this concern affects the in-
formation requested since the system handles spatio-
temporal positioned information.

Assuming that the object-oriented paradigm was chosen to
model the application we must answer the following ques-
tions: Which of these concerns will be modelled as aspects?
Which of them as objects? How is their behavior related?

Most activities will be handled as requests made to the near-
est server, whose results are presented to the user. It seems
to be clear that the last four concerns affect the behavior of
the system’s core (which is represented by the first concern),
by modifying the way in which information is required. For
instance:

• Spatio-Temporal Concern: affects the system by modi-
fying its requests to reflect the current location, so that
the server can return accurate information for this lo-
cation. Geographic positioning can also be used to
select the proper server.

• Communication Concern: this concern must deal with
available connectivity and users’ needs. This concern
must modify requests according to current network
throughput. For instance, if the user asks for a map,
this concern could change the requested resolution for
the map.

• Visualization and Memory Consumption Concerns: these
are similar to the previous case; here the concerns
should modify the request in order to fit current device
capabilities.

It would seem that there is a predominant dimension [3][2]
where we found the system’s core, or the application itself.
Other dimensions correspond to those concerns that have

Figure 1: The Aspectual Layer adapts client’s re-
quests

some effect on the predominant one. Since these concerns
modify system’s behavior for each request (see Figure 1),
and they represent different topics of system’s adaptation,
we have decided to model them as aspects, leaving the core
system’s model as an object model. In fact, the context
model is an object-oriented one, and the aspects (joint point
+ advices) are used as glue to attach the adaptive behavior
in a seamless way.

4.1.2 Modular Division of System’s Functionality
We will focus on the client-side which has to provide perva-
sive features. As far as this work is concerned, the server-
side is composed of a net of servers providing the information
that is requested by the clients. Figure 2 depicts a simplified
version of the system’s architecture (client-side), where the
class Tourism Assistant represents the base application.
The base application’s interface consists of a set of messages
that obtain information from some server. The actual re-
quest should be adapted to fit current runtime constraints
and user’s needs, so that it is affected by the aspectual layer,
which takes runtime information from the Context model.
This is an standard object model which holds information
about the current system’s environment. This model should
be shared by all the aspects, so that they can see the same
scenario.

The notation in Figure 2 has been taken from [9] with minor
modification: the label request* indicates that the point-
cut involves all the messages starting with request word.
Since requests are defined as point-cuts, each invocation to
those messages is intercepted and automatically adapted by
the aspectual layer. As it can be seen in Figure 2, the sys-
tem’s architecture is divided into three layers. The first layer
corresponds to the base application, where no assumptions
are made with respect to runtime environment constraints.
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Figure 2: Simplified Client-Side Architecture

The second layer is the Aspectual Layer, which contains the
adaptive behavior, i.e., base application’s behavior is modi-
fied in a transparent way through the point-cut mechanism.
The last layer is the context-aware one, which feeds the as-
pectual layer with runtime information.

We have analyzed how requests are affected by several con-
cerns. This analysis can be extended to the remaining sys-
tem’s functionalities that should be adapted to the runtime
scenario.

In this case, aspects have been used as a means of adapting
the application’s behavior to the current context in runtime.
They constitute an adaptation layer that provide a com-
pletely transparent means to obtain this adaptive behavior.
Therefore, the core application can be easily designed and
implemented. Furthermore, the base application and the as-
pectual layer are integrated orthogonally, so that they can
evolve independently.

The actual applications developed for desktop computers,
laptops, handheld and PDAs may differ in implementation
issues, but they can certainly follow this general schema.

Notice that this architecture corresponds to the client-side,
where no data will be available at startup, instead, it will
be downloaded on demand. Applications following this ar-
chitecture are able to be deployed in mobile devices using
current available technology, such as JVM (J2ME, Super-
Waba, etc.) for mobile devices and AspectJ [7]. Since As-
pectJ generates pure Java code, implementations can run on
any platform supporting J2ME.

5. ADVANTAGES AND DRAWBACKS

In this section we present some advantages we have found in
this approach and drawbacks that should be solved before
getting a robust aspect model for ubiquitous applications.
We will start by stating some advantages:

• Modifications to adapt the behavior of base programs
are included in the aspectual layer, which is invisible
to them.

• Different concerns regarding ubiquity can evolve inde-
pendently from one another.

• Since the context representation is stored at client side,
the resulting application is more robust in relation to
server failures.

• The separation between the core and adaptive capa-
bilities allows us to reuse context representation and
the adaptation strategies.

Some shortcomings have been found:

• Some concerns could require contradictory adaptation
strategies and this could origin conflicts among them.
For instance: if there is a fast network connection but
a poor screen display, then the network concern would
encourage heavy high resolution images downloads,
whilst the visualization concern would require low res-
olution images download. There must be a mechanism
to define which concerns take precedence or govern the
others.

• In some cases, concern goals should be overridden by
user defined goals, this could involve defining explicit
interactions from base program toward the aspectual
layer. This is not usual in the literature on aspect-
orientation. Another approach could be treating user’s
preferences as a concern modelled through aspects.

6. CONCLUSIONS
In this work we have analyzed how information flow can
be affected and adapted by the runtime context in mobile
devices. Such an adaptation is necessary to optimize the
use of the scarce device resources. This optimization con-
cern comes at a price: it can make application’s develop-
ment more complex. We have also addressed this problem,
by providing a transparent way to modularize and decou-
ple these optimization issues from the main application. We
propose a possible decomposition of an ubiquitous system
into aspects, and we analyze the consequences of the AO
design.

We think that ubiquitous applications present high complex-
ity which can be successfully targeted by the aspect-oriented
paradigm. To conclude, we claim that aspect orientation is
a fundamental tool that should be fully exploited to modu-
larize intrinsic concerns in ubiquitous systems.
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2.2 Continuous querying of proximate envi-
ronments
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4.1 Vicinity continuous querying with SQLK
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ABSTRACT 
The recent emergence of handheld devices and wireless 
networks has implied an exponential increase of terminals users. 
So, today, service providers have to propose new applications 
adapted to mobile environments. In this article, we describe a 
new class of distributed M-services called proximity 
applications. In such applications, two or more handheld 
devices, physically close to each other, can communicate and 
exchange data in a same communication area. Proximity 
applications rely on the use of both different mobile devices and 
heterogeneous wireless networks. Thus, these applications need 
a high degree of flexibility, for an easy and rapid application 
development. Based on the Hybrid Peer-To-Peer (P2P) 
software architecture, different problems such as scalability, 
deployment, security, reliability and information retrieval in M-
services, can be more easily resolved. In this article, we focus on 
the information localization problematic in proximity 
applications. Existing localization solutions (naming services, 
trading services, etc.) are not well adapted to the dynamicity 
and the heterogeneity imposed in this environment. So, we 
propose a decentralized localization service relying on the 
directory service model and adapted to the management  of 
numerous distributed resources. This service allows users to 
locate and discover information, particularly location based 
services retrieved in function of users location.  

Keywords 
M-Services, localization service, location queries 

1. INTRODUCTION 
The emergence of both handheld devices and wireless 

networks [11] has implied an exponential increase of terminals 
users. Today, service providers have to offer new services 
adapted to mobile environments [1]. In this paper, we present a 
new distributed applications class : proximity applications [10]. 
This new class allows two or more handheld devices, close to 
each other, to communicate and exchange data in a secure way.  

Due to the mobility of users, the information available in the 
communication area rapidly evolves and localization services are 
needed to provide a correct and up-to-date information to users. 
Without such mechanisms, users can not participate to the 
proximity services since they are unable to retrieve the 
information around them. For example, in a proximity electronic 
commerce application, the potential client has to retrieve the 
different vendors and their interesting offers. As existing 
localization solutions do not support the constraints in term of 
distribution, dynamicity and heterogeneity of both terminals 
and networks imposed by proximity applications, new 
solutions have to be proposed. So, in this paper, we propose a 
localization service, relying on directory services technology, 
dedicated to mobile and dynamic environments. One of the main 
interests of this service is to provide location based services to 
users. Indeed, the service allows the evaluation of location based 
queries using location operators.  

The paper is organized as follows : Section 2 describes the 
proximity applications, which are based on handheld devices 
and on mobile networks. Section 3 details the localization 
problematic. In section 4, we present our localization service 
and finally, we conclude and present the perspectives of our 
works in section 5. 

2. PROXIMITY APPLICATIONS 
2.1. Definition 
Today, thanks to the evolutions of mobile and wireless 
networks, new services can be proposed to handheld devices 
users. Among these services, proximity applications, which are 
deployed in highly distributed environments and offer new 
devices use prospects to users. These applications are based on 
communication areas formed dynamically by juxtaposition of 
several wireless and mobile networks. They allow 
communications between different users physically close to 
each other. For example, a communication area can result from 
the association of a wireless LAN (Local Area Network) and a 
wireless PAN (Personal Area Network). Wireless 
communication areas are also highly dynamic since they evolve 
according to users mobility. 

Proximity applications are relevant when users are close to 
each other. According to the location of these users, a set of 



 
 

services are proposed to them. Thus, through a proximity 
service, users can buy goods, exchange data or communicate 
with other users. In addition, the set of services can evolve 
when the user moves from an area to another one. In such a 
dynamic context, the life cycle of a proximity application is not 
predefined. First, a proximity service is created spontaneously 
when several users form a communication area and want to 
share information. Then this service evolves dynamically in 
function of the displacements of the participants and finally, 
the proximity application terminates when there are no more 
participants. To illustrate the concept of proximity 
applications, we detail an example in the next section. 

2.2. Proximity Electronic Commerce (PEC) 
Application   
Today, M-Commerce applications are more and more used 

by the cell phone users. However, based on mobile telephony 
networks, these applications do not evolve according to the 
location of users [4]. In the Proximity Electronic Commerce 
application, a user may choose and buy goods depending on 
his/her preferences and on his/her physical location. First, a 
potential client, fitted with an handheld device such as cell 
phone, enters in the commerce zone and then, he/she can send 
queries in the wireless communication area dynamically formed 
by the juxtaposition of the different personal networks. These 
queries are evaluated by different  peers and the client can 
retrieve several results such as merchants offers. If the client is 
interested in one or more specific offers, he/she goes to the 
merchant and buys the corresponding products. 

2.3. Software Architecture 
Due to the dynamicity and the heterogeneity of both 

networks and devices, a high degree of flexibility is required to 
deploy proximity services. In [10], we have shown the interest 
to base proximity applications on the hybrid Peer-To-Peer 
(P2P) architecture model [14]. Indeed, thanks to the partial 
centralization and the flexibility of this model, proximity 
applications developed using this architecture model are much 
more adapted to changing environments.  

As shown in Fig. 1, two types of peers are distinguished in 
the hybrid P2P Model : the light peers and the central peers. 
Central peers centralize information and share it with the other 
peers. In fact, the type of a peer depends on its underlying 
hardware configuration and so central peers generally 
correspond to robust servers whereas light peers correspond to 
handled devices. Besides, the different peers communicate with 
the other peers either directly or using a central peer as relay. In 
the following, we present the requirements for a localization 
service adapted to mobile and dynamic environments and 
propose a decentralized solution based on the Hybrid P2P 
model. 

Central Peers

Light Peers
Permanent Connections

Possible Connections

Communication Area

 
Fig. 1. Hybrid Peer-To-Peer Architecture 

3. MOTIVATIONS 
In a proximity application, each participant has to be able to 

easily discover and locate the other participants, the services, as 
well as the data available in its communication area. Today, 
many lookup solutions have been proposed to retrieve 
resources in highly distributed environments (naming services, 
trading services, directory services like LDAP [12] or UDDI1). 
These solutions generally provide a central service, which 
registers the available information what is not adapted to P2P 
environments. Moreover, existing services are based on a static 
approach and can not face to the dynamicity imposed by 
proximity applications. For instance, a trading service facilitates 
the offering and the discovery of services instances of particular 
types. It can be viewed as an object through which other objects 
can advertise (or export) their capabilities and match their needs 
against advertised capabilities (called import). Export and 
import facilitate dynamic discovery of, and late binding to, 
services. However, all the modifications brought to the services 
must be registered (i.e. exported) in the trader in an explicit 
way. This causes severe problems such as inconsistency 
problems when dealing with dynamic information [9]. 

As concern directory services, they provide very interesting 
features in the context of proximity services (scalability, 
querying facilities, authentication, security, etc.) but they also 
have severe limitations. For example, the support of 
distribution in directory services such as LDAP is crucial 
because a centralized management of a wide directory would 
cause important performance problems when accessing data. A 
solution to that problem is to partition directories, by country, 
by region or by organization in order to manage those different 
parts in separate servers. However, this distribution is managed 
with a big grain granularity as opposed to the requirements of 
proximity applications where the granularity of distribution has 
to be managed with a much more smaller granularity due to the 

 
1 Universal Description, Discovery and Integration : 

http://www.uddi.org  



 
 

use of many handheld devices. Moreover, existing directory 
services have not been designed to support mobility. To 
propose a localization service adapted to proximity 
applications, it is necessary to consider the very constrained 
resources of handheld devices and it is crucial to minimize the 
total number of transmissions over the network, in order to 
reduce battery consume and the network bandwidth use. 

4. A LOCALIZATION SERVICE FOR 
PROXIMITY APPLICATIONS  

A participant of a proximity service has to be able to locate 
the data available in the communication area, that is naturally 
the information stored on his/her device but also the information 
managed by remote peers. Our localization solution does not 
rely on a centralized server but on the deployment of an 
extended directory service on each peer to support the 
dynamicity of the environment and to exploit the benefits of the 
underlying hybrid P2P architecture. Naturally, the 
functionalities of the services deployed on the different peers 
have to be adapted to their underlying resources. Indeed, if a 
peer presents a lot of resources (as it is generally the case for a 
central peer), it can easily store and share information about the 
other connected peers. On the contrary, the localization service 
deployed on a light peer may only stores few information 
locally and provide to users a mean to retrieve information 
stored on remote peers. Therefore, when a light peer enters in a 
communication area, it is attached to at least one central peer 
what facilitates the information retrieval process. 

4.1. Information Model 
In this section, we present the information model of our 

localization service. As it is the case for directory services, this 
model relies on a tree structure, called the Directory Information 
Tree (DIT), used to represent hierarchically the information. 
The information model is centered around entries. Each entry 
contains information about one object, a person or a country for 
example. An entry is composed of a list of attribute/value pairs. 
Each attribute may be defined either mandatory or optional. It 
has a name and/or an alternative name, as for example ST for the 
building stages. These names may be used to generate the 
distinguished name (dn) of an entry which unambiguously 
identifies it.  

This information model provides flexibility and simplicity : 
attributes can be multi-valued and new attributes value can be 
added to entries dynamically at the execution time. An example 
of entry is presented in Fig. 2 for the PEC application. This 
entry is represented using Directory Services Markup Language 
(DSML)2 which provides a means for representing directory 
information as an XML document. 

 
2 http://www.oasis-open.org/committees/dsml/  

<dsml:entry dn="tm=ApplicationData, b=ShoppingMall, st=First, 
sc=South">  
 <dsml:objectclass>   
  <dsml:oc-value>Vendor</dsml:oc-value> 
 </dsml:objectclass>  
 <dsml:attr name="name"> 
  <dsml:value>Virgin</dsml:value>  
 </dsml:attr>  
 <dsml:attr name="type">   
  <dsml:value>Music Store</dsml:value> 
 </dsml:attr> 
</dsml:entry>  

Fig. 2. Example of a vendor entry 

In the DIT, two main parts are distinguished. First, the DIT 
contains System Metadata which describe the system 
characteristics of the underlying peer. For example, these 
metadata may detail software and hardware resources, network 
access properties, the degree of mobility, and so on. This entry 
of the directory service cannot be reached by the other peers. 
The second part of the DIT is used to store application data. 
These data represent hierarchically the information available and 
shared in the communication area. Different types of 
information may be stored such as information on the 
geographic location (for example the plan of the shopping mall 
in the PEC application), or the set of services available on each 
peer. The same directory service structure is deployed on each 
peer. The DIT is always formed of two parts (System 
Metadata and Application Data). Nevertheless, the amount of 
data stored in the directory service is adapted in function of the 
peer resources. Moreover, remote information may also be 
referenced in the DIT in order not to store it on the local peer. 
This aspect is very interesting for light peers which resources 
are strongly limited and relies on the use of referral entries 
which contain the address of the remote server. In our 
localization service, we extend the referral entry proposed in the 
LDAP standard to store metadata characterizing the referenced 
peer. Indeed, since the query  evaluation may be constrained, it 
is very important during the evaluation process to retrieve 
information on the referenced peer to determine whether the 
query has to be forwarded to the remote peer or not. This is 
particularly important when dealing with constrained query 
evaluation since it is necessary to find as soon as possible the 
most interesting sites to compute the query result. To illustrate 
the structure of the DIT, we propose in Fig.  3 the DIT created 
for the set of coloured peers represented in the Fig. 1. One of 
the interests of this information model resides in the 
standardization of the model on each peer that hides the 
underlying heterogeneity between the different peers. Another 
interest is the use of references (characterized with metadata) 
between the different peers which can be exploited by the query 
evaluator to limit the use of peers resources and a better use of 
the networks bandwidth when necessary. This information 
model also contains location information used to evaluate 
proximity queries introduced in the next section. 
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Fig. 3. Example of DIT deployed on a central peer 

 

4.2. Types of Queries 
One of main interests of directory services is the simplicity 

of proposed query languages. However, this is also very 
restrictive [2] and, here, we have chosen to express queries 
evaluated by the localization service in XQuery3. In the 
following, we present the different types of queries evaluated 
by the localization service : filter queries, path expression 
queries and location queries.  

• Filter queries 
This category contains relatively simple queries which are 

generally evaluated on existing directory services. The "filter" is 
composed of a conjunction and/or disjunction of predicates 
applied to a set of directory entries. The example of filter query 
presented in Fig. 4 retrieves all the music stores of the shopping 
mall. 

• Path expression queries  
With filter queries, users can only get flat answers ; all 

containment relationships between entries are lost in the query 
result. Path expression queries propose to exploit the tree 
structure of the DIT to return structured query results. Fig 5. 
proposes an example of path expression query which retrieves 
the offers presented by merchant. 

 
 

 

 
 

 
3 http://www.w3.org/TR/xquery/ 

• Location queries 
In proximity applications, it is often very interesting for a 

participant to select an information according to its location or 
its proximity. Since the presentation of the concept [5], 
querying location dependent information in mobile 
environments has become an important research area. Today, 
proposed solutions mainly concern data management issues of 
mobile objects and their location information [3, 6, 8, 13]. Here, 
contrary to other approaches, our purpose is to retrieve 
approximate solutions using the location metadata stored in the 
DIT. Our solution is based on the use of several simple and 
user-friendly operators used to verify proximity constraints : 

1. op:inside($Srcval as item, $LocationType as 
item) as boolean  

The inside operator may be used to retrieve elements in a 
same area. The parameter “LocationType” is used to determine 
this  research area. For example, this parameter may correspond 
to a particular stage of a building. The “Srcval” parameter 
appears in all the operators presented in this section. It is used 
to explore the set of possible solutions (computed thanks to the 
other clauses of the query). Thus, for the inside operator, this 
parameter is used to verify if an object is located in the 
$LocationType area. 



 
 

<dsml:dsml xmlns:dsml="http://www.dsml.org/DSML"> 
  <MusicStore> 
  { 
   for $i in document("pec.xml")//dsml:entry[dsml:objectclass/dsml:oc-value = "Vendor"] 
   where $i/dsml:attr[@name = "type"]/dsml:value = "Music Store" 
   return $i/dsml:attr[@name = "name"]/dsml:value 
  } 
  </MusicStore> 
</dsml:dsml>  

Fig. 4. Example of filter query 

<dsml:dsml xmlns:dsml="http://www.dsml.org/DSML">   
 <result> 
  {for $a in document("pec.xml")//dsml:entry[dsml:objectclass/dsml:oc-value = "Vendor"]   
   return   
    <Vendor>    
    {$a/dsml:attr[@name = "name"]/dsml:value}   
    {for $b in document("pec.xml")//dsml:entry[dsml:objectclass/dsml:oc-value = "Offers"]   
     where $b/dsml:attr[@name="vendor"]/dsml:value = $a/dsml:attr[@name="name"]/dsml:value   
     return  
     <Offer>      
     {$b/dsml:attr[@name = "description"]/dsml:value }  
     </Offer>}   
    </Vendor>  
  }  
 </result>  
</dsml:dsml>  

Fig. 5. Example of path expression query 

2. op:closest($Srcval as item, $Location as 
item?) as boolean  

The closest operator may be used to retrieve one particular 
element at the shortest distance from the issuer of the query or 
from the specified location parameter. The “?” symbol is used 
to precise an optional parameter. The “Location” parameter 
allows to describe the location from which the closest element 
should be retrieved. If this parameter is not defined, the location 
used to compute the query result is the one of the issuer of the 
query. To illustrate the use of this predicate, the query 
presented in Fig. 5 selects the closest TV repairer from the user 
who submitted this query.  

3. op:close($Srcval as item, $Location as item?, 
$Distance as integer?) as boolean 

 The close operator is an evolution of the closest operator. It 
can be used to retrieve several elements close to the issuer or 
close to a specified location parameter. This operator may also 
be used with a distance parameter. This optional parameter is 
an integer representing the number of meters, which defines the 
maximal distance between the specified target and the issuer (or 
the specified location). In that case, the query result is true for 
each element,  for which the distance between it and the issuer 
(or the location target) is inferior or equal to the specified 
distance parameter. For example, to retrieve “the Fast Foods in 
the fifty meters around Virgin”, the operator close ($i, 
<dsml:value>Virgin</ dsml:value >, 50) is added to the query. 

<dsml:dsml xmlns:dsml="http://www.dsml.org/DSML">  
 <TVRepairer>  
  {for $i in document("pec.xml")//dsml:entry[dsml:objectclass/dsml:oc-value = "Vendor"]   
   for $j in $i//dsml:entry[dsml:objectclass/dsml:oc-value = "Services"]   
   where $j/dsml:attr[@name = "description"]/dsml:value = "repair" 
   and closest($i)   
   return  $i/dsml:attr[@name = "name"]/dsml:value  }  
 </TVRepairer> 
</dsml:dsml>  

Fig. 6.  Location query illustrating the closest operator 

 



 
 

4.3. Query evaluation 
The information model of the localization service considered 

in this paper presents a fundamental difference with the other 
directory model. Indeed, numerous entries reference remote 
localization services. To widely exploit this distribution, and to 
avoid to users to write one query for each queried server as it 
would be done in traditional directory servers, distribution 
transparency must be assured. The query evaluator has to be 
able to retrieve in a single query all the information needed, even 
if this query concerns resources managed on several different 
sites. So, when a query concerns references to remote 
localization servers, query evaluation have to be continued on 
the different referenced servers. 

Besides, since the localization service may be deployed on 
handheld devices with very constrained resources, the query 
evaluator has to provide the ability for the user to limit the 
resources according to the evaluation process. For instance, the 
user may want to limit the size of the query result or the time 
allowed for the query evaluation. In this last case, the query 
evaluator will only deliver to the user the partial result 
computed in the specified time. 

One of the main difficulty in our environment concerns the 
evaluation of location based queries. First, the evaluator has to 
define whether the query is a location aware query (which does 
not depend on the issuer location) or a location dependent one 
[7]. Location aware queries are managed like standard filter 
queries whereas the position of participants have to be 
determined for location dependent queries. This localization 
process can be adapted depending on the resources of the 
underlying peer. For instance, it can be based on geographical 
localization technologies such as GPS but, as handheld devices 
do not often provide such features, the localization will be 
generally based on location metadata stored in the DITs. 

5. PROTOTYPE 
The localization service presented in this paper is under 

implementation. Data of central peers are stored in the 
OpenLDAP server. The query evaluator is implemented on the 
top of this server and distribution transparency is assured by 
the query evaluator thanks to the Java Naming and Directory 
Interface (JNDI) API. Pocket PCs Compaq Ipaq H3650 are 
used as light peers and their data are stored in XML files. 

Our goal designing this first version of the prototype was to 
validate our approach. We are now considering performances 
issues since access times to distant objects are naturally much 
more important than access times to those stored locally what 
causes important problems. Moreover, the choices performed 
by the query evaluator in term of query forwarding are crucial 
when dealing with constrained evaluation. 

6. CONCLUSION & PERSPECTIVES 
In this paper, we have presented a localization service relying 

on the hybrid P2P software architecture and well suited to 
proximity applications. Our solution is fully decentralized since 
one localization service is deployed per terminal that provides 

several advantages and highly facilitates the support of 
dynamicity. This service is based on directory services and also 
proposes an extended information model as well as a query 
evaluator providing distribution transparency and location 
queries. Even if we have focused on the light peer to central 
peer communication in this article, the communication is bi-
directional. For instance, in the PEC application, vendors offers 
may be broadcasted from central peers to interested light peers. 

As regards query optimization, several ways appear, several 
different search strategies can be applied in the query evaluator 
according to the type of considered applications. The more 
important aspects are the ones of location queries and referrals, 
which would allow to reference remote directories in the DIT. 
Distribution transparency completely changes the way query 
are evaluated and the generation of sub-queries towards the 
referenced servers according the resources of underlying 
terminals must be studied. 
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ABSTRACT 
We propose an integrated approach to email categorization, 
filtering, and alerting on mobile devices. After a general 
introduction to the problem, we present the ifMail prototype, 
capable of: categorize incoming email messages into pre-defined 
categories; filter and rank the categorized messages according to 
their importance; and alert the user on mobile devices when 
important messages are waiting to be read. The second part of the 
paper describes an extended evaluation of the ifMail prototype, 
whose results show the high effectiveness levels reached by the 
system.   

Keywords 
E-mail categorization, email filtering, email alerting, mobile 
devices, experimental prototype, evaluation. 

1. INTRODUCTION 
Information overload is the main problem for information access 
users: we are overwhelmed by too much information when we 
browse the Web, when we analyze the results of a search engine, 
when we use a directory, when we read the messages in a forum 
or in a newsgroup, and when we use electronic mail. Electronic 
mail, historically one of the first services made available by the 
Internet to the large public audience, is today one of the major 
activities of Internet users. All of us rely on email as one of the 
primary communication methods, both at work and at home: 
email has, at least partially, supplanted paper mail, messages, and 
telephone conversations. 
Email overload is an important facet of information overload: the 
average user receives dozens of messages per day, and the trend is 
not slowing down at all [23]; some of us are lucky and receive a 
manageable number of email messages per day, whereas others 
are completely overwhelmed; unsolicited email, usually called 
spam or junk-mail, is constantly and worryingly increasing.  
Usage of email is a highly personalized activity, and people use 
email in amazingly different ways. People read emails with 

different strategies: archivers choose strategies that allow them to 
read everything and not miss anything important, and prioritizers 
want to limit the time spent on email reading to switch to “real 
work” [9]. Accordingly to Whittaker and Sidner [24], people can 
be divided into no filers (that keep all the messages in their 
inbox), frequent filers (that constantly clean up their inbox), and 
spring cleaners (that clean up their inbox once every few 
months).   
Also, email software tools (Eudora, Outlook, Mozilla, to name 
just a few) are used not only in the standard ways foreseen by 
email tools designers, i.e.,  for reading and answering messages, 
but also in more “perverted” ways. We refer here to archiving, 
managing a personal agenda or serving as a reminder tool: people 
send mail to themselves as a reminder; people use the inbox 
message list as an agenda; people use email for task management 
and delegation; people hit reply for avoiding to type in a long list 
of addresses; people archive a whole message when the 
attachment is an important document; people use email as a file 
transfer mean; and so on. This creative use of email has generated 
another meaning for the “email overload” expression [23], i.e., the 
overloading of uses of this tool, and because of this phenomenon, 
email has been named a serial-killer application [8]. 
In this scenario, advanced tools for email processing are 
desperately needed: threading, categorizing, archiving, filtering, 
alerting, and perhaps more. Today’s email clients provide these 
functions in a rather limited way. Mail tools allow to view the 
messages sorted by date, by thread, by sender, etc. Users can 
manually categorize the messages, usually by drag-and-drop in 
one of a hierarchy of folders. A priority flag can be manually 
attached to a message by the sender, and shown to the receiver by 
the mail client. Filters based on pattern matching rules on 
(mainly) the structured part of messages (i.e., subject, sender, 
date, priority, size, etc.) can be manually defined by the user to 
automatically move the received messages in the appropriate 
folder (and to execute other operations on the message). 
Automatic anti-spam filters, to filter out spam exploiting some 
learning techniques, are common in many mail tools. All email 
tools can notify the user sitting in front of his/her desktop that 
new mail has arrived by visual and/or sound messages.  

Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute to lists, 
requires prior specific permission and/or a fee. 
Mobile Information Access Workshop, Sep. 8, 2003, Udine, Italy. 
Copyright 2003 ACM 1-58113-000-0/00/0000…$5.00. 

These activities are both time consuming and rather ineffective: 
manually defining a filter and managing a set of several filters 
puts a higher cognitive load to a user engaged in other activities 
and, often, the decision whether a message is interesting, junk, 
belonging to a certain topical category, and so on cannot be taken 
only on the basis of the structured part of the message but it has to 

 



be taken also on the basis of message body, attachment, meaning, 
and even context (i.e., the thread to which the message belongs, 
the current situation in which the user is, and so on). Also, 
alerting is rather neglected: having only a visual and/or acoustical 
“You have new mail” notification on our desktop is a rather poor 
way of communication, that ignores both the cognitive situation 
of the user, like his/her current task or degree of attention, and 
features of the message like its urgency, the sender, the topic, and 
so on.  
The coming of portable devices (cell phones, PDAs, pagers, and 
so on), that are enabled to various network connection modes 
(GSM, GPRS, UMTS, Wi-Fi, Bluetooth, etc.), is a new and 
important variable to add in the above sketched scenario. There 
are several issues that need to be addressed. The new environment 
implies both limitations to be taken into account and opportunities 
to be exploited; therefore, simply replicating the non-mobile 
approach in the mobile world would lead to far from ideal 
solutions. For instance, using a mobile device to access one own 
email inbox via standard protocols like POP or IMAP is an 
unsatisfying solution that neglects both the always-on modality of 
a user empowered with a mobile device, and the cost usually 
implied by data transmission on a wireless connection. The 
usually complex user interfaces of mail tools cannot be replicated 
on small-screen devices, so it is much more difficult to have ease 
of reading and user’s feedback (e.g., explicit feedback of 
relevance, categorization, importance, and urgency of a message 
is likely to be replaced by more implicit kinds of feedback, 
perhaps exploiting the time that a message waits in the “unread” 
status). The interaction modes requiring continuous attention(e.g., 
drag-and-drop), that are common for desktop-based tools, are not 
adequate for devices used out there in the real world, with several 
sources of distraction. 
Notifications could and should be delivered on the nowadays 
widely available smaller and portable devices with the most 
appropriate modality (WAP-push, SMS, etc.). Notifications 
should be done depending on features of the received messages 
like their number, their importance, the category they pertain to, 
and so on. The well known limitations  on bandwidth, screen size, 
and user cognitive load (time, distraction level, and so on) make 
extremely important to have a selective alerting functionality, 
capable of notifying the user only when really important 
messages arrive: not only the notification of a spam message 
would be very unpleasant for the user, but also the notification of 
a “normal” message when the user is in a particular context (e.g., 
while driving, or engaged in a meeting, or in an important phone 
conversation) can be unpleasant as well. The mobile world 
requires an integrated solution, exploiting categorization, filtering 
and alerting. 
Moreover, in the mobile world, categorizing, filtering, and 
alerting will have an increased importance, since accessing email 
by a mobile device is more critical in many respects. People carry 
with themselves their mobile devices, that are therefore much 
more intrusive than a standard desktop: the “new mail” sound that 
might be an acceptable interruption when sitting in front of a 
desktop computer, is likely to be very annoying while engaged in 
real-world critical activities. 
Turning our attention to more technical issues, we notice that new 
mail tools and protocols might be designed to allow the user (both 
as a sender and as a receiver) to specify (manually, semi-

automatically, or automatically) the alerting modalities of certain 
message categories. Complex engineering solutions are needed 
because the limited storage and computational power available 
today on the mobile devices, and the bandwidth limitations, 
suggest a server side based solution, in which most of the 
computation takes place on the server and the data transmission 
on the mobile device is limited. 
Also, the integration of all the devices that one can use to read 
his/her own email messages (desktop PC, mobile devices, internet 
points, etc.) is another interesting, and difficult problem, and 
reinforces the requirement for server side based solutions. A 
further kind of integration is that among all the different kinds of 
messages that the user of a mobile device can receive: besides 
email-like messages, we have SMS, EMS, and MMS (and perhaps 
more in the future). The integration of all these message services 
is a difficult problem as well. 
Finally, the increased email access by mobile devices will change 
the people usage of email: nobody can predict all the range of 
new “perverted” or “creative” uses that mobile device users could 
imagine and adopt when mobile email tools will be broadly 
available (e.g., the sending of email to oneself as a remainder is 
likely to become much more frequent). 
All these issues constitute a research agenda for the years to 
come, and need to be tackled from an interdisciplinary standpoint: 
user modeling, information retrieval and filtering, human 
computer interaction, software engineering, are all disciplines that 
can contribute to the development of more effective email tools 
for the mobile and wireless world. In this paper we do not present 
a final and general solution. Rather, our aim is twofold: (i) to 
show how to improve and make (at least partially) automatic the 
tasks of email categorization, filtering, and alerting; and (ii) to 
show how to integrate these new and more effective tools in the 
mobile scenario, where people access email while on the move. 
The paper is structured as follows. In Section 2 we highlight the 
main issues related to email categorization and filtering. We also 
survey the literature, briefly describing the relevant work that has 
been proposed so far. In Section 3 we describe the ifMail 
prototype, from both conceptual and technical perspectives. In 
Section 4 an extended experimental evaluation of the 
effectiveness of our approach is presented. Section 5 closes the 
papers and sketches future developments. 

2. CATEGORIZATION AND FILTERING 
OF EMAIL MESSAGES 
Text categorization (or classification) is the grouping of 
documents into predefined categories [19]. State-of-the-art 
classifiers automatically built by means of machine learning 
techniques show an effectiveness comparable to manually built 
classifiers. 
Email messages are very heterogeneous. Examples of variables 
that can range over rather wide set of values are: length, 
language(s) used, importance of the contained information, 
presence/absence of attachments of various kinds, 
formal/informal tone, emoticons, jargon. Also structured data 
contained in the header like date, sender, subject, number of 
recipients, are bound to wide variations. Given the peculiar nature 
of email messages, email categorization is a very particular case 
of general text categorization.  



Various approaches, mainly derived from the experiments on 
generic text categorization, have been applied to email 
categorization [7]: Cohen [6] uses the RIPPER algorithm; Payne 
and Edwards [16] compare CN2 (a rule induction algorithm) with 
IBPL1 (a modified version of K-nearest Neighbor algorithm using 
memory based reasoning); Rennie [17] exploits naïve Bayes 
classifiers; Segal and Kephart [20] develop a system for semi-
automatic categorization (i.e., the system proposes to the user 
three alternative folders for each message) based on TF-IFD; 
Brutlag and Meek [4] compare Linear Support Vector Machine, 
TF-IDF, and Unigram Language Model, and obtain that no 
method outperforms the others. All these approaches show rather 
similar results, with accuracy (percentage of messages classified 
in a correct way) around 70%-80%. An even more difficult 
problem, the clustering of email messages (i.e., given a set of 
email messages, extract the categories and classify the messages 
in the found categories), is tackled in [10]. 
Spam (or junk) email filtering has seen an increasing interest in 
last years, due to the increasing amount of unsolicited emails: 
Pantel and Lin [15] and Sahami et al. [18] exploit naïve Bayes 
classifiers; Adroutsopoulos et al. [1] use a memory-based (or 
instance-based) approach, implemented as a variant of the K-
nearest neighbor (K-nn) algorithm; Carreras et al. [5] rely on the 
boosting algorithm AdaBoost to find a highly accurate 
classification rule by combining many weak rules. 
Anti-spam filtering has been approached as a separate problem 
from email categorization, even if, at first glance, it seems just a 
2-categories categorization problem. However, anti-spam is an 
easier problem than categorization not only because it handles just 
two categories, but also because the two categories are rather well 
defined (it is rather easy to define spam), clear-cut (it is rather 
easy to sort out spam from non-spam), and objective (usually, 
what is spam for one user is spam for everybody). In turn, email 
categorization is highly subjective: each user can choose rather 
different criteria for creating the categories (e.g., some users 
divide messages on the basis of the sender, others on the basis of 
the topic, others on the basis of their a-priori categorization of 
their job activity, and so on); the number of categories can vary a 
lot among users; the categories are sometimes not well defined 
(users can be very well organized or completely chaotic); and so 
on. Therefore, it is quite likely that a single fit-for-all email 
categorizer is not feasible, and that hybrid approaches are needed. 
Indeed, even if it is difficult to have a definitive comparison 
between the effectiveness of anti-spam filters and of email 
categorizers because of the high differences in the collections 
used, in the number and features of categories, and so on, it is 
evident that anti-spam filters effectiveness is rather higher (95% 
precision) than the more general email categorization problem. 
The alerting problem is much less studied than email 
categorization and filtering: further research in terms of 
notification modalities, prototype implementation and evaluation, 
and user studies is needed. It seems anyway obvious that only 
important messages should be notified on mobile devises, to avoid 
high cognitive loads and distraction on the user. Therefore, an 
integrated solution, comprising categorizing, filtering and alerting 
is required. 
The evaluation of the effectiveness of an email tool is not simple 
at all. The most naïve approaches show several limitations. 
Relying on general test collection like TREC (http://trec.nist.gov/) 

is not adequate, since the peculiar nature of email makes an email 
message different from a generic document. Usenet news seem 
more similar, but again differences do exist: for instance, an email 
message body usually starts with the name of the recipient, 
whereas this is obviously less frequent for Usenet messages.  
Privacy is also an important issue: since email messages contain 
private data, few people are willing to make public their 
messages; perhaps those people will anyway clean some of the 
more compromising and confidential messages, thus making 
available only a portion of their message archive, that is not a 
good sample at all; anyway, people willing to make public their 
email archives are not a good sample for sure, since people that 
are more reserved are completely left out; and relying on 
messages archives of mail lists leads again to a biased sample.  

3. THE ifMail PROTOTYPE 
At the Udine University we have started to study some of the 
above described issues and, on the basis of our work in the last 10 
years, we have developed the ifMail prototype. ifMail handles, 
with a content based approach, categorization, filtering of email 
messages, and alerting on mobile devices. ifMail overall 
operation is shown in Fig. 1. The messages in the incoming 
stream are processed to extract the internal representations used in 
subsequent steps. The internal representation contains 
term/weight (weight representing the importance of each term) 
pairs, corresponding to both the structured part and the body of 
the email message. Categorization is obtained on the basis of a 
profile attached to each user-defined folder and dynamically 
updated by means of user’s feedback. The profile contains two 
parts: a frame for the information included in the structured part 
of email messages, and a semantic network for the conceptual 
content of the body of messages [12]. The profile is matched with 
the internal representation of the incoming messages and the 
message is classified accordingly to its content. The matching 
takes into account both the structured and unstructured parts of 
email messages. Filtering, performed by re-using the evaluation 
made in the categorization phase, singles out the most relevant 
messages in each folder and alerting takes charge of notifying 
these messages to the user’s mobile device. Our notion of filtering 
is therefore more general than just anti-spam filtering: ifMail tries 
to associate to each message a numeric figure representing the 
importance that the message has for the user. 
ifMail categorization and filtering are based on the IFT 
(Information Filtering Tool) system [11,12], capable of profile 
building, storing, and matching. IFT has been developed on the 
basis of the UMT (User Modeling Tool) shell [3] and has been 
applied to a variety of systems and domains, e.g., Web filtering 
[2], filtering of enterprise documents [21], and filtering of 
scholarly publications [13]. IFT matches the profile associated to 
each category with the internal representation of each message 
and returns a result made up of three values:  
1. Coverage: the percentage of the most relevant concepts of the 

profile which are also present in the documents, computed 
taking into account also their weights. 

2. Match: a measure of how much the concepts of the profile are 
present in the document (i.e., they are more or less numerous 
in the document). 

3. Rank: a synthetic value (ranging from 0 to 5), which is 
obtained as a combination of the previous two values. 
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Figure 1. Conceptual model of ifMail operation. 

Categorization is performed on the basis of all three values; 
filtering is based on Rank score only. 
Fig. 2 shows the overall architecture of the ifMail system. The 
main modules are: 

• WebMail, that allows the user to access email 
functionalities via a Web browser. It has been developed 
specifically for this project in order to connect and 
integrate categorizing, filtering, and alerting. More 
specifically, the WebMail module implements the only 
user interface of the system and it allows the 
configuration of the innovative services. 

• Mail Filtering and Classification Engine, made up by the 
following three sub-modules. 
a) Monitoring Agent, that monitors the arrival of new 

messages and calls the categorization and filtering 
operations. ifMail supports POP and IMAP servers, 
and any number of email accounts. 

b) Internal Representation Builder, that parses the text of 
message subject and body, removes stop words, 
extracts the stem of the terms, and builds the internal 
representation of the message, stored in the Internal 
Representation Database. 

c) Categorization, that executes categorization and 
handles feedback data. This module contains, and 
relies on, the IFT submodule: IFT compares the 
internal representation of the incoming message with 
each category profile, and modifies the category 
profile according to user’s relevance feedback. 

• Multi Channel Alerting, that, on the basis of the 
categorization results and of user’s personalized settings, 
notifies immediately to the user the most relevant 
messages via a mobile device. 

Fig. 3 shows a snapshot of ifMail Web user interface: a quite 
standard email interface that allows standard mail management 
and that provides the commands and visualization items relevant 
to the new categorization and filtering features. The number of 
stars associated to each message is given by the Rank score 
associated to the message. 
The PDA screenshots in Fig. 4 show the multi-channel alerting of 
ifMail: in the screenshot on the top, the notification of the arrival 
of a new relevant message for the “myWork” category is shown. 
The user can detect (by the number of stars) the message 
relevance computed by the system, he can archive the message, 
read message data like sender and subject, or read the whole 
message body (screenshot below). 

4. EXPERIMENTAL EVALUATION 
We have discussed in Section 2 the intrinsic limitations in the 
evaluation of advanced email tools, and some of the issues that 
make the evaluation of these tools a difficult task. In order to 
overcome these limitations, we have designed and carried out an 
extensive evaluation of the ifMail prototype, taking also into 
account previous experimental work carried out in recent years in 
our laboratory. The goal of the experimental activity has been the 
evaluation of categorization, filtering, and alerting capabilities of 
ifMail. We have run various simulations on 6 collections of email 
and newsgroups messages (Table 1). We have used the term 
“simulation” since the experiments have been performed in a 
simulated environment in which the typical actions that a user 
could perform on ifMail can be repeated at will, without engaging 
(and overloading) real users.  
Obviously, with this approach, we have intentionally not 
evaluated the usability of the user interface, nor we wanted to 
claim the effectiveness of our system in absolute terms. On the 
other hand, given the early development stage of the ifMail 
prototype, we were interested in evaluating some design decisions 
and in harvesting an experimental set of real data with a quick, 
light, and formative evaluation, capable of giving us hints on how 
to proceed with the development of the system. 
Table 1 provides basic data on the six collections of email 
messages we have exploited: two of them come from real users, 
and include all the messages received over a period of  about 30-
40 days. All the messages received over that period were 
included, and none was eliminated. Both users (one of them is the 
third author of this paper) defined a set of categories (folders), to 
be used for evaluating the classification capabilities. 
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Figure 2. ifMail overall architecture. 

 

Figure 3. ifMail user interface for Web mail 

 



 

Figure 4. ifMail user interface on a PDA: email notification 
(above) and reading (below). 

The collections extracted from newsgroups concern a similar 
number of messages and categories, with the exception of 
collection F, which is significantly larger and was considered for 
evaluating whether the results obtained with similar collections 
(A through E) were maintained in a much heavier situation. 

Table 1. Email message collections used in the experiments. 

Message  
kind 

Collection Number of 
categories 

Total number of 
messages  

A 9 540 Personal  
messages B 7 645 

C 7 525 

D 6 450 

E 7 540 
Newsgroups 

messages 

F 16 1309 

 
We have defined two different modes of operation of ifMail 
usage: 

• Mode One-by-one, in which ifMail provides only an 
advice: the user reading a message is shown a hint on 
which category(ies) are likely to be the correct destination 
of that message. By confirming or not confirming on each 
single message the (automatically) proposed 
categorization, the user provides relevance feedback, 
exploited by the system to update the relevant category 
profiles. 

• Mode Session, in which ifMail automatically categorizes 
all the messages received during the current day (we have 
assumed daily batches of fixed size including 15 messages 
per day). The user provides relevance feedback only after 
all these categorizations have been done. 

A first set of experiments concerned the comparison of these two 
modes of operation. The profiles associated to each folder were 
initially empty, and were incrementally built only through 
relevance feedback. Table 2 illustrates the average (over all the 
available collections) of precision, recall, and F1 measure [22, 
25], where the results obtained for each category are combined 
using the micro-average indicator [19]. 

Table 2. Comparison between session mode and one-by-one 
mode. 

 
Session 
Mode 

One-by-one 
Mode 

Average 
Precision  

75% 79% 

Average Recall 72% 76% 

Average F1 74% 78% 

 
First of all, we notice that the values obtained are in the range 
from 70% to 80%. Other experiments reported in the literature 
[14, 19] concern the categorization of the Reuters-22713 
collection (constituted by 21.450 articles, subdivided into 135 
categories) or the Reuters-21578 collection (constituted by 12.902 
articles, subdivided into 90 categories): the values obtained for 
the F1 measure are in the same range between 70% and 80%. We 
have considered this result as a confirmation of the adequacy of 
the baseline performance of ifMail. Furthermore, it should be 
highlighted that the values reported in Table 2 are average values, 
which include also the initial phases, where errors are most likely 
to happen: this implies that saturation (‘steady state’) values can 
be significantly higher. 
Secondly, it can be noticed that precision reaches higher levels 
than recall. We can interpret this phenomenon in the following 
way: the number of messages considered (i) is capable of 
reducing the number of categorization errors, but, on the other 
hand, (ii) is not sufficient for building profiles that cover all the 
concepts included in a category (and some message are not 
categorized, i.e. not assigned to any category). 
Finally, one-by-one mode outperforms session mode, reaching 
almost 80% in all the three considered indicators.  



With reference to the same experiment, Fig. 5 shows the evolution 
(over the sequence of daily sessions and only for collection E) of 
the F1 measure. Both modes of operation reach values above 
80%. The 70% level (conventionally taken as the value indicating 
the termination of the initial learning phase), is reached earlier in 
the one-by-one mode. In the long run the two mode of operation 
reach the same level of performance. 
Collections A and B, provided by real users, contained a Spam 
category, defined by the two users in order to collect all the ‘not 
desired’ messages (typically unsolicited advertising). In Fig. 6, we 
report the evolution over time of both precision and recall for the 
Spam folder of collection B. Precision reaches more than 95% 
and recall the range 70%-80%: this can be explained by the fact 
that when a Spam message is received, all the subsequent 
massages concerning the same topic will be detected, while new 
Spam topics are not known since never seen before, so they are 
left in the inbox, i.e., not categorized. This highlights a significant 
advantage of our content-based approach to Spam detection, in 
comparisons with standard anti-Spam systems based on an 
archive of spam messages: our system can detect any new Spam 
message which concerns topics that previously have been already 
classified as Spam, independently from other facts (sender or 
subject already encountered or not). 
Another (expected) phenomenon observed in the experimentation 
concerns the relationship between performance and level of 
specificity of a category: whenever a category includes a well 
defined and limited topic, performance in terms of precision and 
recall is higher, reaching for both indicators the level of 85%. 
Analogously, for such categories, the learning phase is shorter. 
Table 3 illustrates such a situation for some categories with this 
characteristics.  

Table 3. Results for categories with well defined topic. 

Collectio
n Folder Precision Recall F1 

A News 0,91 0,83 0,87 

Students and 
courses 0,94 0,93 0,93 

Department news 0,85 0,91 0,88 

B 

Seminars 0,86 0,91 0,88 

C ADSL 0,92 0,92 0,92 

 
Other experiments have been focused on the identification of the 
best threshold to be employed for alerting. We have seen that 
using only the Rank value (an integer ranging from 1 to 5), 
precision was maximized (over 80%) and that, by increasing the 
specific value considered for the threshold, precision was further 
improved. Fig. 7 shows that the higher the threshold (4 or 5), the 
steeper is the learning curve, and higher are the precision values 
obtained (several values saturate at 100%). 
Finally, we have computed a measure of the effort required to the 
user of ifMail, in terms of the number of ‘move operations’ of a 
mail message towards its correct folder (category). More 
specifically, we have considered successive groups of 60 
messages (i.e., four days), and we have counted: 

• the number of  correct system categorization operations 
(green line in Fig. 8); 

• the number of user moves, i.e., the explicit indication 
done by the user on a single message, since the system 
was not able to categorize the message correctly (red line 
in Fig. 8). 
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Figure 5. Microaverage F1 in both operation modes for collection E. 
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Figure 6. Precision and Recall for the Spam category of collection B. 

 

0,6

0,65

0,7

0,75

0,8

0,85

0,9

0,95

1

0 200 400 600 800 1000 1200 1400

Categorized e-mail

M
ic

ro
av

er
ag

e 
Pr

ec
is

io
n

moving average (Rank 1) moving average (Rank 2)
moving average (Rank 3) moving average (Rank 4)
moving average (Rank 5) Log. (moving average (Rank 1))
Log. (moving average (Rank 2)) Log. (moving average (Rank 3))
Log. (moving average (Rank 4)) Log. (moving average (Rank 5))

 

Figure 7. Precision with different values as alerting threshold for collection F. 

It is interesting to see that, as the user ‘teaches’ to the system how 
to categorize, the system ‘learns’. After about 70 messages 
received, the user needs to move about 50% of the messages to 

their correct folder. After about 300 messages, the system ‘has 
learned’, and it is able to categorize correctly more than 50  
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Figure 8. Comparison of the number of user and system categorization actions (session mode). 

messages out of the incoming 60, with a missed-categorization 
rate of less than 16%.  

5. CONCLUSIONS AND FUTURE WORK 
We have discussed the issues of email categorization, filtering, 
and alerting. After a general introduction to the problem and a 
brief literature survey, we have presented the ifMail prototype, 
capable of: categorize incoming email messages into pre-defined 
categories; filter and rank the categorized messages according to 
their importance; and alert the user on mobile devices when 
important messages are waiting to be read. We have also 
performed an extended evaluation of the ifMail prototype. The 
results show the high effectiveness levels reached by the system.  
We will continue this research in various ways. We are currently 
working at improving the ifMail prototype and we plan a more 
complete evaluation after these improvements. We intend to deal 
with privacy issues with a novel approach, by implementing a 
software capable of analyzing the email archives of users by 
running on their computers and simulating the behavior of a 
categorization algorithm. The categorization algorithm results 
should then be compared with the hand-made categorization and 
only the comparison results are made public. This software should 
be open source (to guarantee the privacy) and could be designed 
as a framework capable of hosting any categorization algorithm 
conforming to some well defined specifications. To take into 
account the time characteristics of messages (how long a message 
has been staying in the inbox, how long it has been in the unread 
status, for how long the user has not been checking his/her email, 
how much time the user spent in reading it, or in answering it, and 
so on) the software should also be capable of monitoring user’s 
activity for a period of time. 
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ABSTRACT
In this paper, we describe a pilot study of the clinical use of a
wireless network of personal digital assistants (PDAs). We
describe how we are dealing with the concerns of the clinicians
with respect to maintaining the security of patient records and
the potential interference which wireless devices might cause
critical medical systems. Beyond these technology-driven
issues we also describe a framework based on activity theory
which we will use to guide the evaluation of the PDAs.
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1. INTRODUCTION
This paper aims to provide a snapshot of our work at the

Gastrointestinal (GI) unit of the Western General Hospital
Trust where we have initiated a pilot study of the clinical use
of a wireless network of personal digital assistants (PDAs).

The use of PDAs in clinical settings is growing with
anecdotal evidence that almost 50% of clinicians in the United
States use a PDA in their work. We quote only two illustrative
cases here.  Lapinsky et al. [6] have reported the use of the
infrared-enabled Palm III PDAs in a Canadian intensive care
unit. Limited medical software had been pre-installed. All
participants reacted favourably, irrespective of prior
familiarity with the device. However, it was suggested that
usability could be enhanced by improving data entry and
providing drop-down menus and shortcuts. The need for
wireless data transmission between staff and customised
features was also highlighted.  A similar trial of Palm VIIs has
been conducted at the Cedars-Sinai hospital in California for
wireless access to clinical information from patient records,

replacing web browsers and desktop PCs. Information was also
transferred between colleagues during ward rounds or at shift
changes [7]. The hospital is researching the potential for closer
integration between PDAs and Oracle databases. More
generally, Shipman [8] reports popular uses of PDAs to
include patient tracking, particularly laboratory and test
results, and access to treatment protocols and educational
information.  In the UK, a pilot study in Glasgow of pen-based
PDAs for the capture of anaesthetic clinical data suggested that
the device presents a viable alternative to paper [9], while a
feasibility study investigating the potential  for PDAs in an
Edinburgh intensive care unit [10] indicated  benefits would
be realised in both patient handover and the processing of
vital signs data. However, it was suggested that the benefits of
mobile technology would be optimised through a
combination of PDAs and larger tablet handlheld devices.

 It is recognised, of course, that the concept of a personal
digital assistant is necessarily at odds with the highly
collective / cooperative nature of the work involved. To
address this problem is, in principle, very simple namely
linking the PDAs by the use of a wireless network. In practice,
of course, the NHS (British National Health Service) has a
number of major concerns regarding wireless networking.
Firstly, it has an understandably deep reluctance in having
confidential patient records broadcast across the ether. There i s
a partially voiced fear that unauthorised people lurking in
hospital car parks could in some sense ‘pick up’ such
transmissions and compromise patients’ rights to
confidentiality. The second major concern is that wireless
devices on and about the wards and consulting rooms might
interfere with critical medical systems. While custom and
practice might witness a surgeon taking calls of her cell phone
during a medical procedure, this is generally perceived to be a
‘bad thing’ and not to be encouraged. A third concern is what
we have termed ‘Lenin’s argument’. Lenin famously observed
that everything is connected to everything else. This is also
true of the networks of the National Health service. The
Western General Hospital, Edinburgh (WGH), is part of the
Lothian University Hospitals NHS Trust which comprises a
number of other hospitals including the Edinburgh Sick
Children’s NHS Trust and the Royal Infirmary of Edinburgh
NHS Trust. And all of this is part of the UK-wide NHSnet.
Everything is connected to everything else. This inter-
connectivity is another source of anxiety for network security.
A breach in security anywhere is a breach in security
everywhere (or at least this is the perception / fear).

These concerns must be seen against the background of
potential advantages and opportunities for the clinician,
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which for this pilot study are seen to be (we do not expect this
list to be in any sense definitive):

1. Being able to view patient records on demand on a
mobile device;

2 .  The voice dictation of letters, notes during
consultations with patients. These notes would then
ideally be automatically transcribed using a voice-
to-text system.

3. The on-line ordering of medical tests.
4. The on-line viewing of medical test results. This may

prove to be the ‘killer application’ for the clinicians
in the unit. Blood test results are an essential
diagnostic tool and retrieving them a major focus of
a clinician’s use of desktop Pcs. If these results could
be made available, it is likely that using a PDA may
become a sine qua non.

5. Email to primary carers (i.e. the patient’s doctors).
We now provide a description of the context of this work.

2. THE WORK OF THE GI UNIT
The Western General Hospital cares for more than 150,000
patients every year. The hospital’s policy is to ensure that each
patient receives the highest possible standard of care and
treatment in the most appropriate environment. It provides
district hospital services for North Edinburgh and
surrounding areas, including some services for the whole of
Lothian, with its population of over 750,000 people. The
hospital also provides specialist acute health care, locally,
nationally, and internationally in specialities including
Neurosciences, Oncology and Gastrointestinal Medicine.

The GI Unit is a busy department providing care and a
wide range of treatments for patients from a large area of
Scotland. It specialises in the investigation and management
of patients with conditions involving the stomach, intestines,
liver, pancreas and bowel. The unit comprises four consultants,
registrars, house officers, junior and student doctors, nurses,
research staff and laboratory staff. There are also four
permanent secretaries and two office clerks. The physicians
look after emergency admissions, carry out several patient
clinics, see patients in the ward, perform specialist procedures,
and interact with many other specialists in the care of these
patients. The secretarial and clerical duties include typing up
clinic and other patient letters and discharge summaries, result
gathering and information dissemination, tracking patient
notes, and making patient appointments.

A major problem in the GI unit, and all busy hospital
departments, is managing the flow of information regarding
patient management. Tackling this problem has been the focus
of two years of work in collaboration with the GI Unit. This
project aims to continue that work, with further improvements
to the information system, by evaluating the usefulness and
technical viability of a network of PDAs. The Unit was chosen
to be the focus of the project, as it typifies a busy hospital
department, and reflects the work patterns, goals and
constraints regarding the information system of most similar
departments within the hospital.

3. ANSWERING THE CHALLENGES
3.1 Security
Current security methods employed by the IEEE 802.11b
standard for wireless networks use the WEP (Wired Equivalent

Privacy) protocol are designed to provide the same level of
security as on a wired LAN. This includes the encryption of
data transmitted over radio waves. Although widely used in
corporate, education, healthcare and other contexts, there are
still valid concerns over the vulnerabilities of wireless
networks to eavesdropping and general hacking, and serious
flaws have been exposed in the WEP encryption algorithms.

To enable significantly improved secure end-to-end
transmission of data over a wireless network, the solution we
have adopted is to overlay the 802.11b wireless network
security with a further layer of security in the form of a Virtual
Private Network (VPN). The VPN provides very strong
authentication and encryption, using a secure tunnel end-to-
end connection. IP packets are encapsulated within packets,
which are encrypted before being transmitted through the
secure tunnel. VPNs are based on the IPSec protocol and well-
established authentication and encryption algorithms, such as
AES and MD5, making them the gold standard for security.

In the proposed set up for the GI Unit, PDA client devices
will communicate over a wireless network, with a database
server held on the existing trusted wired hospital network.
Security of data communicated over the wireless network will
be achieved by the use of a VPN. A VPN router (the CISCO VPN
concentrator 3005), will be the connection point to the
hospital network, and will route all wireless communications
through a secure tunnel connection to the PDA devices. The
PDA devices will be equipped with the software client
necessary to establish these end-to-end tunnel connections.
Figure 1 is a diagram of the implementation.

Figure 1: a schematic of the implementation architecture

The concentrator negotiates the security parameters,
authenticates users, creates and manages tunnels, encapsulates
packets, transmits and receives them through the tunnel, and
un-encapsulates them. Using this method, users are
authenticated, and data is secured and encrypted while on the
wireless network. The concentrator also provides firewall



functionality to the wired network, allowing strict restrictions
to be placed on which devices on the wireless network are
allowed wired network access, and restrictions on the devices
and services on the wired network that they can access. A
further authentication stage is required in the form of a
username and password to gain access to the data on the
database server on the Ethernet hospital network.

This implementation satisfies all of the NHS security
requirements as set out in the NHSnet SyOP document
Wireless LANs in an NHSnet Environment, and the Wireless
LAN’s Guidelines for Implementation, Security and Safety
(Rev 03 Feb 2003).

3.2 Interference
In addition to these wireless network security measures,
another major concern is the potential interference which the
wireless network may cause medical or other equipment in the
hospital. Interference testing at the Medical Physics
department of the Edinburgh Royal Infirmary is currently
being conducted to ensure that no conflict is caused with
existing wireless telemetry and monitoring systems in the
hospital.

802.11b wireless devices work at a frequency in the 2.4
GHz spectrum, and it is known that other devices working on
the same frequency spectrum may cause mutual interference.
The field tests will be carried out to ensure that
electromagnetic compatibility (EMC) guidelines suggested in
NHS Policy Document 631 (April 2002) are adhered to, and
that no interference is caused by the wireless devices, or to the
wireless network by other devices. Tests will be carried out
with PDAs and Access points at distances of 0.5, 1, 5 and 10
metres from any clinical, IT and telephony hardware. Care will
be taken in locating base stations and any antennae at a safe
distance from wiring and cabling.
The cardiac unit telemetry system uses a wireless network by
Symbol Technologies. The company claims this Spectrum24
system has high immunity to electronic interference.

The chosen wireless Access Points for the pilot are Cisco
products which are currently deployed in other medical
environments. These products use Direct Sequence Spread
Spectrum radio technology (DSSS), which can be programmed
to operate on select dedicated channels to reduce interference.
Radio power management allows DSSS systems to be
configured to work at lower power levels, which also reduces
the likelihood of interference to installed medical equipment.
To date, there have been no reported cases of EMC interference
to medical devices from Cisco wireless LAN equipment
deployed in hospitals.

4. SUPPORTING THE OPPORTUNITIES
One of the reasons this pilot project came about lies with a
tranche of preliminary work which two of us had been
pursuing for some time (Milne & Penman). This new GI Patient
System (GIPSY) has been used successfully as a working
system for over a year. The GIPSY system largely replaced a
paper-based system. This work began with the development of
a simple standalone Access database designed to manage
patient correspondence flowing between the patient’s doctor
and the GI unit and has now grown into an intranet-based
implementation. This revised system comprises an SQL
database with a layer of PHP programming to access it. As part
of this work we were able to demonstrate both the practicality
of accessing these data using a PDA and the restrictions of
doing so without the use of a wireless network.

4.1 Choice of mobile device
The PDA chosen for this pilot is the HP iPAQ H5450 Pocket
PC. In the first instance we have purchased 8 and have
distributed them to GI unit clinicians in advance of the trial of
the wireless network proper so that they can become familiar
with their operation.

4.2 The intranet application
A working ‘proof of concept’ intranet application has been
created.  This application, based on GYPSY, has four main
functions which are:

1. Basic patient demographics (name, address, date of
birth).

2. Access to existing clinic letters. These comprise the
correspondence between the unit and the patient’s
own doctor and as such provide a clinical history.

3. Direct entry of diagnoses, test requests, drugs, follow
up (i.e. “I’ll see this patient again in 3 months
time.”). The creation of new out-patient records.  

4. Access to GI guidelines. This is aimed at the junior
doctors and provides clinical help and a guide to the
GI unit’s procedures.

Figure 2: a detail from a data entry screen for a patient
(patient’s details obscured)

Initial tests with this simple system have established its
stability and a small number of real patient records have been
entered into the database – see figure 2, modified and
retrieved.

5. EVALUATING THE PDAS IN USE
The evaluation of the PDAs in use presents a non-trivial
challenge. There are multiple potential foci. To take just a few
examples, these include:

•  issues of ergonomics such as the readability of the
text on-screen;

•  aspects of co-working such as the effectiveness of
communication between general practitioners and
hospital clinicians;



• matters arising from NHS policy, such as support for
clinical governance.

There are also multiple stakeholders in the process: to identify
just a few, hospital clinicians, primary care practitioners, NHS
IT personnel, the patients themselves, administrative staff, and
the team developing and evaluating the technology. Each of
these groups have their own concerns and critical success
factors. Taking two examples, for clinicians, as we have already
noted, better access to test results will be the core element in
judging whether the initial application is worthwhile. For their
colleagues in IT, concerns focus on the trouble-free co-
existence of the PDA applications with other technologies, and
the integrity and security of patient data. These and many
other aspects need to be investigated and reported in a co-
ordinated manner if the evaluation project is not to become
impossibly unwieldy. Clearly some form of organising
structure is required. Once that is in place the identification of
specific evaluation techniques is relatively straightforward in
most areas, though the evaluation of cooperative tasks still
lacks proven methods.
Support for the view that evaluation in real-life practice i s
difficult is offered by Smithson and Hirschheim [1] in their
review of information systems evaluation methods. They note
the existence of significant problems in deciding what to
evaluate, at what level to evaluate (e.g. macro, sector, firm,
application and/or stakeholder) as well as the sheer practical
difficulties of the evaluation process itself. Evaluation is,
therefore, both a highly problematic and politically-sensitive
task.
Table 1: categorising evaluation approaches after Smithson

and Hirschheim, p.166

Zone (Indicative) Evaluation methods

Efficiency Code inspection
Software metrics
Quality assurance …

Effectiveness System usage
Cost-benefit analysis
Critical success factors
User satisfaction …

Understanding Context, content, process
Social action
Organisational behaviour
Formative evaluation

Smithson and Hirschheim’s review groups approaches to
evaluation into three ‘zones’ of application: efficiency of the
system in question, the effectiveness of the system and an
understanding of the very issues of evaluation itself (see table
1). These are seen to be moving from objective/ rational
criteria to increasingly subjective / political.

The first of these, efficiency, has a strong quality and
quality-control flavour about. It is the most ‘objective’ and
quantitative of the three. Next, the zone of effectiveness i s
based upon the theme of cost-benefit analysis (ranging from
measures of systems usage through to user satisfaction).
Finally, the zone of understanding recognises there is no one
best method for evaluation for all situations and contexts. An

approach aimed at understanding “…regards evaluation as
problematic and seeks to understand more about evaluation in
the particular organisational context”.

Our own approach utilises a  similar tripartite structure
reinforced by a theoretical underpinning. We have
demonstrated the utility of this partitioning of the problem of
evaluation elsewhere [2, 3, 4]. In the first of these studies we
drew on activity theory to show how the classic hierarchical
structure of an activity as developed from the work of
Vygoski, Leontev and Engestrom could be adopted as a
conceptual structure for evaluation. Then extending these
ideas we showed how such a structure could be mapped onto
different forms of affordance. In essence, of course, the two sets
of mappings are functionally isomorphic. Given the
similarities between these two sets of mappings we will focus
on the activity theoretic approach for the purposes of this
discussion and demonstrate how it can be applied to the PDA
evaluation.

5.1 Activities, Actions and Operations
In this section we set out the basics of one variant of activity
theory, that developed by Leont’ev [5]. Unlike traditional task
analysis, Leont’ev proposed the study of human activity based
on an understanding of the individuals’ object,  which i s
usually interpreted as objectified motive – motive made
visible or tangible. This allows us to identify uniquely a unit
of analysis – the activity – by distinguishing between
motivations. Activities are realised by way of an aggregation
of mediated actions, which, in turn, are achieved by a series of
low-level operations which are not under conscious control
and hence do not require attention. This structure, however, i s
flexible and may change as a consequence of learning, context
or both.

Figure 3 – The activity hierarchy

An activity, then, is the sum of the all of its constituent
actions – and no more. To evaluate the actions is to evaluate
the activity (at least this is a hypothesis we are happy to
entertain).

By way of example, consider the process of learning to
use a complex interactive device such as a PDA. The object of
the activity is quite complex, probably including (among
other things) the need to access and record information in a
readily portable form, satisfying an interest in exploring new
technology, improving the efficiency of day-to-day working
life, perhaps even fulfilling a desire to be seen as someone
ready to adopt new modes of working. The activity is realised



by means of an aggregation of actions (e.g. setting up the
device and its connection to the network, retrieving material,
inputting one’s schedule and so on). These individual actions
in their turn are realised by a set of operations – (e.g checking
relevant boxes with the stylus, hand-writing items in a list).
However,  humans constantly learn with practice, so for
instance when first presented with the handwriting recognition
utility, the formation of  characters recognisable by the device
is the subject of conscious attention at the action level. With
practice the action of writing on the PDA becomes an
automatic operation. Over time the activity of using the PDA
itself may be  effectively demoted to that of an action – unless
circumstances change. Such changes might include new
procedures for communicating and recording patient data, or
the acquisition of a radically upgraded device. In such
circumstances consciousness becomes refocused at the level
demanded by the context.

This formulation of an activity is of interest for a number
of reasons: firstly, the essentially hierarchical structure, which
allows us to look at different levels of task, from entering
characters to the coordination of patient care. Secondly, i t
introduces the ideas of consciousness and motivation at the
heart of the activity, supporting the identification and
analysis of different activities belonging to different
stakeholder groups. Finally, Leont’ev offers a mechanism by
which the focus of consciousness moves up and down the
hierarchy depending on the demands of the context, thus
affording a consideration of changing device use over time.

Figure 4 – an indicative hierarchical approach to PDA
evaluation.

There are two things of note in the above figure. Firstly,
the operations layer has been re-badged the ‘ergonomic
/usability layer’ to better reflect the nature of the evaluation.
Secondly, the tasks do not neatly have a 1:1 mapping with the
ergonomics layer which is not unexpected. (Figure 4 is
intended to be indicative only and we expect to modify the
mappings as the evaluation progresses.)

6. IN PRACTICE
Having established a theoretical and practical framework for
the evaluation the next step is to map practical techniques
onto each layer. Table 2 is (again) indicative of this mapping.

Table 2: Layers, indicative techniques and success criteria

Ergonomic / usability layer
Issues Techniques Success factors

Physical ergonomics
of input and output

Stylus vs. voice input

Visibility of text

Comprehensibility of
icons, menu labels,
etc.

Screen size

Size and weight of
device

Observation of
sample tasks
Heuristic
evaluation
Interviews

No signif icant
usability
difficulties after
initial
familiarisation
Input and retrieval
of data  takes no
l o n g e r  t h a n
current methods.
A l l  r e l e v a n t
interface widgets
are exploited.
PDAs are carried
routinely.

Task-level  layer
Issues Techniques Success factors

A v a i l a b i l i t y  o f
specified
functionality,  e.g.
ordering blood test.

T e s t i n g  o f
specified
functions with
dummy and live
data

Functionality
p e r f o r m s  a s
expected

Prompt retrieval of
data, e.g. consulting
medical histories.

Interviews Speed of retrieval
is acceptable to all
staff

Integrity of data input
a n d  o u t p u t
(including data from
v o i c e  a n d
handwriting input)

Interviews, data
analysis

D e g r e e  o f
r e l i a b i l i t y  i s
acceptable to all
staff

Utility of device in
p e r f o r m a n c e  o f
c l i n i c a l  a n d
administrative tasks
(single user and
coopera t ive) ,  fo r
example, consulting
test results.

Shadowing of
staff, interviews,
automatic usage
logs,
unintrusive
user diaries

PDA is perceived
by all staff to
improve
performance of
relevant  tasks..
Continued usage
of  PDA fo r
relevant  tasks by
all staff.

Maintain security of
patient data

Testing of data
security

All patient data i s
secure. No access
to any other data
by unauthorised
personnel



Activity-level  layer
Issues Techniques Success factors

E n h a n c e m e n t  o f
patient care

E n h a n c e m e n t  o f
clinical governance

Demonstrat ion of
effective  innovation
to wider NHS, clinical,
technological  and
academic
communities

Observation,
interviews,
collect ion of
statistical data.

To be established
w i t h  t h e
clinicians.
Also acceptance of
publications in
recognised
academic forums,
a t t r a c t i o n  o f
funding.

7. AS WE WRITE
As we write (July 2003), we have a working wireless network of
PDAs which will be linked to the hospital’s information
system and interference testing is scheduled shortly. The
clinicians have been introduced to both the technology
(hardware and software) and have generated a long wish list of
requirements.  Familiarisiation with the device is in hand
through the use of Outlook for arranging meetings, scheduling
and dealing with email – the ability to do this away from the
office and the desk already providing welcome benefits for
some participants. Evaluation has started particularly at the
ergonomic / usability layer and  task level evaluation will
begin in August.
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ABSTRACT 
This paper examines user interface issues in mobile services. 
Experiences from the development work of a mobile connectivity 
service are compared to published recommendations for small 
interface design. It is concluded that for a multi-channel mobile 
service, it is crucial to provide similar content with different 
access methods. By designing applications to enable easy one-
handed navigation, applications can be kept simple enough to 
ensure that multi-channel delivery – porting to different 
environments, screen sizes and devices – does not require 
unreasonable effort. 
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1. INTRODUCTION 
This paper examines software user interface issues in mobile 
communication applications, with a special emphasis on mobile 
office solutions. Findings from a literature review on the subject 
are compared to experiences from the development work of a 
mobile connectivity service. 
Mobile telephones have been a success in the mobile market, 
establishing wireless phone calls and short messaging through 
SMS as a means of communication. In addition to using fixed-line 
phone calls and e-mail, more and more people are moving to 
mobile communication. Mobile e-mail is predicted to be one of 
the next big things in mobility, and signs of its business potential 
have already been seen in Japan where mobile Internet has made 
its breakthrough with tens of millions of users. 
Mobile communication applications may be used with devices 
like mobile phones, personal digital assistants (PDAs), or pagers. 
Some of the devices enable wireless communication with other 
devices or with servers through some built-in software and over a 
protocol like SMS, WAP or HTML. 
Typically mobile communication applications are used by people 
”on the go”, meaning that the users do not reserve separate time to 
use an application, but use it as they are simultaneously doing 

something else. The devices the applications are used on have 
size, interaction, and processing power limitations, but despite the 
limitations, they do however offer some advantages over desktop 
computers, like portability and instant access to time-critical 
information. 
Usability research on ”large” interfaces like desktop computers is 
an established practice, and various design guidelines for this kind 
of applications exist.  It is however not obvious that all of these 
widely recognized design principles apply as such for the design 
of small interfaces [10,11]. Only in recent years has the rise of 
mobile phones increased the research effort invested in small 
interface design, and guidelines for small interfaces have started 
to emerge.  

1.1 Comparison of mobile applications and 
desktop applications 
Mobile applications differ in various ways from their desktop 
counterparts. Along with the characteristics of mobile devices and 
the connecting network come certain limitations [10,14,18]: 

• Low computational power, small memory and cache, 
and usually no mass storage devices like hard disks. 

• Small display size, and a lot of variation in display 
dimensions. 

• Restricted color display – e.g. for mobile phones, the 
number of color displays has only recently started to 
grow. 

• Limited fonts and text size. 

• Restricted input methods make text input slower than on 
a full PC keyboard. 

• Often there is no pointing device for activating objects, 
which limits the possible user interface components and 
slows down object activation. 

• Some devices support only vertical scrolling 

• Network connections to handhelds have low bandwidths 
and are considerably unstable. 

• Handheld operating systems do not offer the same 
variety of services as desktop operating systems. For 
instance, many operating systems do not support threads 
or processes for background tasks, a common technique 
for desktop computer applications. 
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Mobile applications follow a different usage paradigm than 
desktop applications: they are designed for a small display, have 
to provide short start-up and response times and are developed for 
gathering and presenting small pieces of information rather than 

 



processing large amounts of data [14]. Mobile users can access 
the mobile Internet or application at any time and anywhere, e.g. 
to kill short periods of time when they are not busy with 
something else. They play games, check their e-mail, or read the 
daily news headlines e.g. while they wait for an appointment. 
Users also often access the applications while doing something 
else, either to help performing another activity, or completely 
unrelated to the other activity. Therefore they expect the services 
to be accessed easily by clicking a few buttons. Weiss [19] calls 
this approach ”hunting” for information, as compared to ”surfing” 
on the desktop web. 
The initial position for designing a mobile application is very 
different from that for designing a desktop application. Design 
issues that specifically challenge a mobile application designer 
include the following [1,10,18]: 

• Information visualization, due to the small screen. 

• Information navigation, i.e. finding the path and actions 
necessary to find a piece of information on a site, and 
getting back when needed. 

• Interaction constraints. For instance, requiring the use 
of both hands to operate a device when standing in a 
bus may not be a good idea. Ideally devices and 
services should enable easy one-handed use. 

• Context of use. The context of use is harder to predict 
than with an office PC application. Since mobile 
devices rarely have the capabilities of stationary 
computers, they are not likely to be the complete 
solution to the user’s problems. Instead, they are more 
of a support in activities, where, ideally, the user’s main 
focus is on the activity taking place rather than on the 
technology supporting it. 

• Access speed. The users often fill short gaps of 
unproductive time with mobile applications. Therefore 
the possibility to access pertinent information quickly is 
crucial. 

• Cost. The user may have to pay for each piece of data 
transferred over the network. 

Besides limitations, mobile applications provide unique 
opportunities for their content [18]: 

• Personalization. The content of applications can be 
personalized, and content and services can be billed e.g. 
via mobile phones. A mobile application can, for 
example, allow users to purchase public transportation 
tickets electronically via their mobile phones. 

• Location-sensitive services. A mobile phone can be 
used both independently (anywhere) and depending on 
its location. For instance, making phone calls is 
normally location-independent, but routing information 
for public transportation is location-dependent. 

• Timeliness of content. Mobile service users can access 
content precisely when they need it, and can receive and 
retrieve timely information. For example, mobile 
services can employ alerts for last minute concert ticket 
sales or up-to-the-minute stock-trading information. 

According to Wallace et al. [18], the most successful mobile 
services try to use at least two – if not all – of the above listed 
characteristics.  

2. GUIDELINES FOR MOBILE 
APPLICATION AND SERVICE DESIGN 
As noted above, it is clear that for the development of user-
friendly small interface services and applications on mobile 
devices, a revision of guidelines originally meant for large 
displays and interfaces like PCs is necessary. An overview to 
existing guidelines for small interface mobile devices in the 
literature is presented in this section. Guidelines that apply to 
small mobile interfaces in general are presented, followed by a 
collection of guidelines more closely addressing the mobile 
content and navigation. 
General design guidelines for mobile devices include the 
following: 

• Design for users on the go. The design for mobile 
devices must include context and forgiveness [19], and 
provide time-critical information [15]. 

• Enable fast use. Two major considerations for the users 
of a mobile service are the cost of access and the speed 
of downloading content [18]. Many users are paying for 
mobile services by the minute, so if they cannot get the 
information they are looking for within a short period of 
time they will stop using the service [12,17]. 

• Keep it simple. The old adages about keeping a system 
simple stupid and about “less being more” certainly 
apply for mobile devices and services. For instance, the 
most successful PDA devices do not attempt to replace 
the PC, but to complement the PC use, and the use of 
some other traditional tools [13]. 

• Provide feedback and navigation cues. It should be 
obvious what the application is, and how one can 
navigate from the page [6,19]. 

• Include self-recovering capabilities. Even if the 
network goes down, the service or application need not 
[13,19]. There should be means to restore the values or 
written text, or to have them restored automatically. 

Content design guidelines for mobile devices include the 
following: 

• Present the most important content first. The most 
important content should appear at the top of the page 
[2,7,13,15,19]. 

• Keep content compact. It is recommended to keep the 
pages short [2,7,9,10,12,13]. 

• Don't make the page layout complicated. It is 
recommended to keep pages simple and task-oriented, 
possibly text only, and to avoid elements that don't add 
direct value to the content [2,9,12,13]. 

• Use simple text elements and styles. The elements used 
in text layout should be clear and simple [2,12,18,19]. 

• Pay attention to page titles. It is important that the page 
title elements are descriptive, since they enable 
bookmarking and knowing where one is [10,15,17]. The 



titles should however be short, preferably less than 15 
characters [12,13]. 

• Keep documents small. Because there are various 
memory restrictions in mobile devices, the documents 
should be kept as small as possible [12,18]. 

• Use compact link names. Long linked text can make a 
page difficult to read and time consuming to scroll. It is 
recommended to use only one or two words as the title 
of the link [18,19]. 

• Design clear forms. Forms should not be too long [10]. 
A clear way to cancel the form filling and for going 
back should be provided, but attention should be paid to 
form resets, since on small devices, forms are laborious 
to refill if all values are reset by accident [18]. 

• Use smart graphics. If graphics are used at all on small 
devices, they should be made informative, small and 
simple [13]. 

Navigation design guidelines for mobile devices include the 
following: 

• Minimize steps in navigation. With small screen 
devices, it is very important to design for economy of 
navigation [2,6,10,15,18]. Users will be frustrated by 
scrolling through long lists of options, filling out 
complex search forms, and seeing needless pages along 
the navigation path. 

• Selecting instead of typing. It is recommended to 
consider whether it is possible to ask the user to choose 
from a default list using select lists, checkboxes or radio 
buttons rather than typing in a selection 
[2,12,13,17,18,19]. Alternatively one can offer a default 
list together with an input box. 

• Keep the navigation consistent throughout the service. 
The way in which a user makes his or her way through 
the pages that constitute a service, interacting via links, 
menus and data input should be kept consistent 
throughout the service [12,19]. 

• Design flat menus. It is recommended to keep menus 
flat, because it is often difficult to form an overview of 
a service containing too many layers, and because a 
deep hierarchy makes the use more difficult 
[2,12,15,19]. 

• Cross link. The Back functionality is the most important 
way to go back. However, when users need to go back 
several levels, links to the starting page and subsection 
main pages are useful [10,12,15,19]. A simple tree 
design is efficient, but the deeper the navigational 
hierarchy gets, the more necessary it becomes to get 
back to the starting point, and also to other pages. 

• Provide confirmations for important actions. 
Confirmations must be there for actions like changing 
important values or deleting items. Even though the 
user needs to click OK on the confirmation page, that 
requires much less effort than e.g. returning to a list to 
check if an item was really removed [10]. 

• Searching should be intuitive. Searching should be a 
step-by-step, logical process [15]. Once the search is 

performed, the results must be easy to scan, and the 
information should enable making good, informed 
choices within the results. [6,10,15]. 

3. EXPERIENCES FROM DEVELOPMENT 
WORK 
This section presents usability-related experiences from the 
development work of the SMS, WAP, Web and Voice accesses to 
corporate information provided in the Nokia One Mobile 
Connectivity Service. Guidelines presented in the previous 
section have been used to make design decisions and for 
evaluations during the various stages of development work with 
Nokia One applications. The guidelines have proven useful in 
development iterations. 

3.1 Presentation of the service  
The Nokia One Mobile Connectivity Service is an application 
service that provides access to corporate e-mail, calendar and 
directory information from a GSM phone, a PDA, a PC or a fixed-
line phone. The service enables sending and receiving e-mail, 
scheduling meetings and appointments and accessing corporate 
directories, e.g. while traveling or out of the office. It is targeted 
for business users. Out of the three characteristics that Wallace et 
al. [18] relate to successful mobile services, Nokia One applies 
two and leaves one out: it has personal information and 
timeliness, but is independent of location as it provides the same 
information to all locations. 

3.1.1 Access methods and applications 
The Nokia One service has four different access methods based 
on the SMS, WAP, Voice and Web protocols. Table 1 presents 
the applications provided with each access method at the time of 
writing. For Web access, large screen (PC) versions of e-mail and 
calendar exist, but as this paper concentrates on small interfaces, 
they are left out of the table. 
Table 1. Nokia One applications by access method at the time 
of writing. Large screen e-mail and calendar are left out, as 

they are not within the scope here. 

 Nokia One applications per access method 

Access 
method 

E-mail Calendar Directory 
information 

SMS Yes Yes Yes 

WAP Yes Yes Yes 

Web Under 
development 

Under 
development 

Under 
development 

Voice Yes In pilot - 

 
The applications in each access method are presented in more 
detail below. 

3.1.1.1 The SMS access 
The SMS access is based on sending short commands like "m" 
(for mail), "c" (for calendar), or "find" followed by a name (for 
the directory service) to a service number, which sends shortly a 
response. The responses come usually in the form of numbered 
lists, which then enable viewing items and navigating between 
them. If multiple items are presented in a list, items can be viewed 



by sending the number of the item (e.g. "1" for the first e-mail 
message, calendar event or directory service item). The items can 
be e-mail messages, calendar events, or items found from the 
directory service. Figures 1, 2, and 3 present examples of SMS 
commands sent to the service through SMS and responses given 
by the service. 
 

  
 
Figure 1. An example of e-mail use through SMS. On the left, 
a request for new mail, and on the right, a response that 
shows that there are three SMS pages of message headers, out 
of which the first one is displayed. More of the response 
message is to be found by scrolling down. By sending the 
number of a message (e.g. "1" for the first message), the user 
can read the message content. 

  

  
    

Figure 2. An example of calendar use through SMS. On the 
left, a request for calendar events in the near future, and on 

the right, a response displaying a list of two events. 

 

  
  
 

Figure 3. An example of directory service use through SMS. 
On the left, a request for information on people whose names 
match the input, and on the right, a response displaying two 

people who match the criteria. 

 
The item is split into several SMS messages in case the length of 
the retrieved item is more than the SMS length supported by the 
GSM phone in question. This is indicated by displaying a "page 
count" in the beginning of the message (see the response message 
in figure 1). Moving to the following page is enabled by sending 
an empty message, or a message containing just a space character. 
Also several other e-mail functions are supported by the SMS 
access. Possibilities for e.g. sending, replying to, and forwarding 
e-mail, as well as receiving notifications of arriving messages and 
browsing older messages and messages in other folders besides 
inbox exist. The calendar application enables also e.g. browsing 
time periods selected by the user, adding calendar events, and 
using a mobile phone's calendar together with the service. In 

addition to the name search, the directory service supports also 
searching by phone numbers and business units. 

3.1.1.2 The WAP access 
The WAP access provides interfaces for e-mail, calendar and 
corporate directory. The navigation is based on links, and is thus 
more intuitive to most users than the “command line” type of 
interaction in SMS. A starting page provides access to all 
applications, and to WAP settings that affect the WAP browsing. 
The applications are also cross linked with WAP’s Options menu, 
so that returning to the starting page is not obligatory for moving 
between the applications. Moving up in the navigation hierarchy 
is made easier by providing links to one level up, and to the 
starting page at the bottom of each page. 
The WAP e-mail application enables navigating within and 
between e-mail messages and folders, sending, replying to, and 
forwarding e-mail, searching and sorting messages, and viewing 
attachment files. E-mail in folders is divided to unread (new) and 
read (old) messages. If one of these links is selected, the user gets 
to an e-mail list. The list is divided into five message headers per 
WAP page. When the user selects a header of an e-mail message, 
the message in question is opened. If the message is long, it is 
divided into two or more pages. The next part of the message can 
be reached by selecting the link More. Examples of a WAP e-mail 
list and message screens are presented in Figure 4. 
 

  
    
Figure 4. Examples of a WAP e-mail list and message screens. 

On the left, the list, and on the right, the message. 

 
The WAP calendar application enables listing calendar events by 
day, week, or month, viewing, searching and editing them, 
creating new events, and requesting events to be sent to the phone 
as vCalendar notes. Calendar event lists are divided to five events 
per WAP page. When the user selects a header of an event, the 
event in question is opened.  If the message is long, it is divided 
into two or more pages, similarly as e-mail messages. Examples 
of a WAP calendar event list and event detail screens are 
presented in Figure 5. 
 

  
   

Figure 5. Examples of a WAP calendar event list and event 
detail screens. On the left, the list, and on the right, the event 

details. 

 
The WAP directory application enables searching contacts from 
the corporate directory, viewing contact details, and saving them 
on the phone as business cards (vCards). Examples of a WAP 



The functionality for the small screen browser applications will 
resemble closely that of WAP applications, but as 
HTML/XHTML enables the use of more advanced formatting and 
use of graphical elements like icons, some views are completely 
redesigned to provide more value to the user. For instance, the 
week and month views of the calendar application benefit from 
the use of tables to present the time periods in a way users are 
used to see them in other calendar applications, and view 
selection between week, day and month views can apply icons 
that help users in quickly recognizing what the views are about. 

directory search response list and contact detail screens are 
presented in Figure 6. 
 

  
   

Figure 6. Examples of a WAP directory search response list 
and contact detail screens. On the left, the list, and on the 

right, the contact details. 
3.2 Experiences 
This section presents experiences learned in the development of 
the Nokia One service. Experiences have been gathered from end 
users through spontaneous e-mail feedback and through user 
studies, from customer meetings where end users have been 
present, and from development work. Performed user studies 
include 3 interview studies with 16, 3 and 4 participants 
respectively, and one usability test with 3 participants. The 
studies have involved users from three different companies. 

 
3.1.1.3 The Voice Access 
The voice access provides an interface to e-mail and calendar. It 
is used by calling a service number, where a speech synthesizer 
reads out the e-mail messages or calendar events that the user 
requests to hear. The navigation is carried out through the speech 
engine providing guiding prompts suggesting what the user may 
want to do next. The voice access includes two alternatives for 
commanding, speech commands that the user speaks out, and 
DTMF keypad commands that the user gives on a phone's keypad. 
The speech and DTMF interfaces provide the same commands. In 
addition to listening to messages or events, the voice interface 
enables replying to e-mail messages by recording a voice reply 
file (in WAV format) that is sent with the message as an 
attachment file. 

The objectives of the user studies were to gather user needs and 
feedback from Nokia One users, and to gather information about 
current usage methods and the context of use. The intention was 
to get rapid, grounded input for development work. Business 
users with different profiles were selected from client companies 
based on their work profile, Nokia One use experience and their 
availability at the time of the studies.  
In the first study, the aim was to cover the SMS and WAP 
accesses, and to get feedback from long-term users by conducting 
semi-structured interviews. 16 users from two different companies 
were interviewed. 8 of the users worked for one of the two 
companies, 8 for the other one. In one company, the users had in 
average 5 months of experience in using the service, while in the 
other company the average experience was 1.4 years. However, 
little information was obtained of WAP use, and thus another 
study was conducted to cover WAP use specifically. 

The following is an example of a possible excerpt from e-mail use 
via voice access: 

[Speech synthesizer] "… Message one from John 
White at Nokia dot com, subject project meeting. Say 
read message, next header, previous header, or 
goodbye.” 

[User] "Read message." 

[Speech synthesizer] "Reading message number 4. 
Press 0 to interrupt at any time. Hello all, I think we 
should continue our…" 

In the second study, the research method applied was field 
usability testing, which included an interview and performing test 
tasks with the WAP interface to e-mail. 3 Nokia One WAP users 
participated in the study. All of them worked for the same 
company. Their experience of the Nokia One WAP e-mail use 
ranged from 2 weeks to 4 months. 

The interaction with the voice access to calendar is similar, for 
instance: 

[Speech synthesizer] “… The event is at 11 AM and 
it’s about conference call. Say give details, browse 
calendar or goodbye.” 

A third study was conducted to cover the Voice access. 3 Nokia 
One Voice users from the same company, with 2 to 3 months of 
use experience, participated in semi-structured interviews. [User] “Give details.” 
In order to ground the design of the WAP calendar application in 
user data, a focus group session with 3 Nokia One SMS calendar 
users was held. In addition to the focus group session, one “power 
user” of the SMS calendar application participated in a single 
semi-structured interview. The focus group participants had used 
the SMS calendar for 2 to 3 months, and the power user for 9 
months. 

[Speech synthesizer] “The appointment is today at 11 
AM and it lasts one hour. It’s at E727 and it’s about 
conference call. Here is a more detailed 
description…” 

3.1.1.4 The Web access 
The Web access provides an interface to e-mail, calendar and 
corporate directory. At the time of writing, the small screen 
versions of the applications were under development, and thus 
they are not presented in detail here. As the large screen HTML 
browser applications are not within the scope of this paper, they 
are not presented here, although large screen (PC) versions of e-
mail and calendar are fully functional. 

The most important findings from the studies are presented in this 
section, along with experiences from other development work. As 
the studies had similar objectives, and as important lessons have 
been learned also outside them, all the results and experiences are 
presented together, and not separated by study or source. 



3.2.1 Mobile applications in general 
We have found that for a mobile service, it is beneficial to provide 
the same applications on various access methods and for various 
devices. This provides flexible access and minimizes the “gulf” 
between devices, while it also helps leverage demand for existing 
services not yet available on new devices, as once a mobile 
service gives access to some of the PC world's functionality, users 
quickly start to expect also other functionality familiar from the 
large display and fixed-line connection. 
A mobile service can nicely complement the use of a PC 
application, if the use of the service is fast and easy enough. For 
instance, a mobile service that "gets to the point" fast can reduce 
the need for establishing a laptop connection. If a mobile service 
is easy, fast and efficient to use, users can and will use it often, 
even during very short breaks. Users can get "hooked" to the 
service – in a positive sense. Easy authentication is an important 
part in creating a feeling of fastness and efficiency. 
Flexibility of use is important. Users like it that there are several 
ways to use a service. Enabling users to switch between different 
access methods easily and efficiently, without losing the thread, is 
important. Moreover, multi-device support is crucial. Users, and 
especially large companies, don't want to buy many devices to be 
able to use mobile services. Once different devices are supported, 
tailoring the content for different devices is appreciated, as users 
get content optimized for their device. 
Different levels of information should be available on a mobile 
device. As recommended in several design guidelines 
[2,13,15,19], the most important information should be presented 
first, but more detailed or less important information should also 
be available. The default values for all service settings must be 
appropriate, but low effort for user-initiated customization is 
appreciated by those who want to change the settings. The service 
interface should enable customization in the same application that 
is affected by the settings. If the settings are placed outside the 
application, the users will not change them. For an SMS interface 
that cannot intuitively present the settings, a credit card size quick 
reference card has turned out to be an efficient aid. 
We have experienced that navigation is crucial for the user 
experience. This is not surprising, as the importance of navigation 
is heavily emphasized in literature [2,6,10,12,13,15,17,18,19]. 
Being able to tell how to get to where one wants to go and to 
accomplish what one wants to do, being able to tell where one is, 
distinguishing the device's in built features from those provided 
by the service, and removing unnecessary steps from navigation 
were noted as important. 
Moreover, we have found confirmations of important actions to 
be valuable, and that progress indicators are appreciated when 
actions take long. 

3.2.2 Application specific remarks 
The following remarks were made about specific applications. 

3.2.2.1 E-mail 
Mobile e-mail users were found to primarily read their e-mail, and 
only secondarily take any action, like replying to the message. 
Many users just want to know if they have new e-mail or not. 
With WAP and Voice, users read longer messages than through 
SMS, and with WAP they write more than through SMS. Some 
users use the voice reply functionality in Voice e-mail. 

Automatic notifications of new e-mail as SMSs are popular. 
Together with the fact that the mobile phone is almost always on 
the user, automatic notifications enable users to react to e-mail 
messages in real time. This enables users to choose if they want to 
be active in checking their e-mail themselves, or if they prefer the 
system to tell them when new e-mail arrives. Automatic 
notifications however bring with them the need for filtering, as 
many business users receive huge amounts of e-mail. 

3.2.2.2 Calendar 
Mobile calendar users are mostly interested in quickly checking 
the events in the near future, especially their time and location. 
Viewing the current day’s events is the most important function 
of the calendar, and viewing the current week’s coming events the 
second most important one. Mobile calendar users appreciated the 
most the fact that their calendar was online, without a separate 
need to synchronize it. 
Moving events ahead is the most often occurring action on the 
calendar events that are already entered in the calendar. There is 
little need to change the contents of an event, and the past is 
viewed very seldom. Most users use alarms to remind of events. 
The most often used alarm time is 15 minutes before the event. 
For appointments taking place out of office, this has to be tuned. 
Getting events as calendar notes to the mobile phone is useful, as 
well as being able to enter events directly from the phone’s 
calendar to the office solution’s calendar. 

3.2.2.3 Directory 
The corporate directory users mainly use the application to get 
and store contact information on their mobile phones. Providing 
content as vCards, which enables saving directly on the mobile 
phone, was appreciated. Text format is also important however, 
since not all details can be included in a vCard. Since the 
directory application is fast and easy to use, some users even use 
it to get information about people who were in the same meeting 
with them. 

3.2.3 Voice applications 
For voice applications, providing the user interface in the user’s 
native language can greatly improve the user experience even if 
the user has relatively good skills in a certain foreign language. In 
voice interaction, the guiding prompts need to get shorter as the 
user gets more experienced, and it must be possible to interrupt 
the speech synthesizer. The possibility to set the synthesizer’s 
speed is important, along with the possibility to navigate forward 
and backward within a message. 

3.2.4 One-handed navigation 
WAP applications become almost naturally designed for easy 
one-handed navigation, as WAP devices are typically used with 
one hand only. Most WAP-enabled devices have no stylus, and 
thus the cursor stops on every link. This means that it is best to 
present the content first on the page, and the navigation tools only 
after it. This makes accessing content fast on devices that rely on 
moving from one link to the next in the order provided by the 
application, as opposed to presenting navigation links at the top or 
side of every page, as then the users would have to navigate 
through these links on every page. Presenting navigation tools 
first works well with large screen interfaces, though, since there 
the tools can always be visible. 



Enabling easy one-handed navigation is a good design driver for 
all small interfaces, as it forces the interfaces to be simple and fast 
to use, and to provide the most important content first without any 
unnecessary scrolling. Navigation bars are useful on large 
screens, but very painful to scroll through at the top of every page 
on a small screen device – this is because one almost never wants 
to use the navigation links before having seen the actual content 
on the page, and thus they only slow the use down significantly. 
However, interfaces that enable easy use with one hand are easy 
to use also with two hands, e.g. with a touch screen and a stylus. 

4. DISCUSSION 
A literature review on suggested guidelines for mobile devices 
and applications was presented, followed by experiences from the 
development work of a mobile connectivity service. 
Designing for people who are on the move is a good design 
principle, as people use a mobile service during even very short 
breaks if it is easy and fast [15,18,19]. Similarly as Weiss [19] 
notes about mobile commerce on the wireless web becoming 
successful only after it is more convenient than making a phone 
call, it is to be noted that people only use mobile e-mail if it as a 
whole – with its response times, access speed etc. – is more 
convenient than waiting to get to use the PC for instance in the 
office. 
The mobile service described in this paper presents specified sets 
of contextual information, e.g. only new e-mail messages instead 
of all messages in inbox, and provides search and sort possibilities 
on various levels, which has been observed to enable fast use. 
Approaches closely related to this kind of implementation exist in 
literature: for large information structures, it has been suggested 
to first give an overview, then to enable narrowing the scope, and 
to give the details only when the user requests them [16], and for 
Internet use on small screen devices, pre-processed 
summarization views that provide context information and enable 
view specific searching have been shown to be useful [3,4,5,6,8]. 
We have found that in addition to visual interfaces, this kind of 
approaches are useful also in voice services, like voice e-mail and 
calendar. 
It was noticed that for a multi-channel service, it is crucial to 
enable easy switching between access methods, and to provide 
similar content across different access methods, thus enabling 
users to use what they have available at a time. This is in line with 
recommendations for e-commerce services [19]: if users cannot 
use what they have at hand or will lose the thread of what they are 
doing, they may very well not perform the action at all or move to 
using another channel or service. Good ways to enable use over 
different access methods include supporting the same simple, 
such as numeric-only, passwords over different mobile platforms, 
and making the authentication easy and fast. Providing various 
ways to use a service makes the service useful and motivating for 
a broad audience. Providing similar content across different media 
is challenging, though, as for example, SMS, WAP and Voice as 
access methods provide very different interaction design 
possibilities, each with their own particular limitations. 

5. CONCLUSIONS 
Providing similar content across different access methods is 
crucial for mobile communication applications. Designing to 
enable easy one-handed navigation is a good way to keep the 
applications simple, and thus scalable for different screen sizes 

and devices. These issues are important for multi-channel delivery 
on future handheld devices, as soon it will be possible to use the 
same content almost as such for various devices, and the device-
specific modifications, when necessary, can be made for example 
with different style sheets. For instance, XHTML MP, the 
language of the future version 2.0 of WAP, can be viewed also 
with large screen browsers, and thus “upgrading from the small 
screen applications”, i.e. taking the small screen applications as 
the starting point for the larger interfaces, will be a feasible 
strategy. 
Tailoring only the most important views of the application to take 
full advantage of the specific device type’s  (e.g. mobile phone, 
Pocket PC, etc.) capabilities, while leaving the other views as 
simple as possible, enables high usability on various devices, 
without the need to make too many different designs. Enabling 
easy one-handed navigation is obviously an efficient design 
principle also e.g. when designing for the emerging phone clients 
that run on the Java or Symbian platforms, or when porting 
existing mobile applications to these new environments. 
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ABSTRACT 
The aim of this work is to provide tools to facilitate the 
encounter of people that are physically close and are 
(usually) moving in a given setting with common needs. In 
this way unknown people, or people that do not know 
about others need or knowledge, could meet in a face to 
face scenario to establish a collaborative relation. Natural 
mobility of people is permitted under this model, by means 
of a distributed agent administration. These agents 
communicate among them to recognize common aims and 
obviousness of the different people in their vicinity.   
We propose to enhance the idea of Socialware, to a face to 
face Socialware. Our aim is to study how mobile 
collaboration supports college student’s social and 
academic life. In Ad Hoc networks, agents would be 
responsible of detecting other agents that share the students 
profile and current needs of their owners. When new 
students arrive to campus, it takes a while for the students 
to build trust among them, i.e., to know each other, form 
groups, work and study together, etc. The Ad Hoc network 
will be build with wireless interconnected Pocket PCs 
(IEEE 802.11b). In this way only people that are close to 
each other (within 50 meters) form the network, 
encouraging a face to face contact.  

Keywords 
Ad Hoc Networks, Ubiquitous Awareness, Distributed 
Agents, Meeting and Working with Strangers. 

1. INTRODUCTION 
Information exchange between two people occurs when 
they can establish some sort of trust relationship. Trust 
occurs in absence of time and space where power is 
granted in absence of information and related to a 
dependable relation with another person [4]. 
 Therefore we do not talk with strangers in a bus since we 
have no queues about them. We do, however, give us to a 
stranger that is a Medical Doctor (MD) when we need 
his/her knowledge, due to our reliance to the MDs in 
general. Our trust is in this case with his/her membership 
and not with the specific person. Social actors need not to 
understand each other, they just relate. What is 
transcendent is the trust that the members of a system grant 

each other in given circumstances; rather than 
understanding their relationship what matters is their 
mutual compromise.   
Some authors indicate that communities of people relate 
among them because they share a common aim, have 
similar needs, or are engaged by dependencies or roles 
[7][10]. When one person sends a message to another, it is 
possible to understand it when a common language and a 
shared context exists [3][6][16]. MDs have their own 
language and each of the specialties have their own context 
(e.g., cardiology, neurology, etc.). Other authors indicate 
that depending on the type of relation, inter or intra-group, 
the probability of establishing and maintaining an 
interaction is determined by their similitude and their 
differences [1][18]. Additionally, when two people meet, 
their relationship can be sporadical or one that maintains in 
time. 
The aim of this work is to provide mechanisms to brake the 
social threshold and ignite a relationship among people. 
For this it is necessary to recognize and to communicate the 
common patterns between individual that are relevant in a 
given context. 
Context refers mainly to our history and the way we have 
constructed our experience [11]. What we observe from 
reality is what we can see from it. We will be able to share 
a view with others when we have a common hypothesis 
about the objects and relations that conform our world. 
Truth is therefore what the group think it is. In this way a 
person obviousness is constructed, what is implicit, what I 
known without saying it.   
Socialware and Communityware are terms indistinctly used 
for supporting community work1 in a computer network. 
Groupware could fall inside this definition, but it is usually 
used to characterize collaborative work of already 
organized people. Communityware relates to amorph and 
diverse groups [14]; it is a dynamic community where there 
is not a fix organization and a clear aim [5]. How can 
people be organized in this dynamic milieu and what 
support is required to identify the relevant information for 
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each of them and make it available in the adequate context? 
[9].  
We can find in literature model of agents that facilitate the 
encounter of people in the Internet [15][20]. In Socialware 
and Communityware usually there is a fix network, and 
when mobility is present, there is a server that store the 
user profiles and manages the users interactions 
[12][15][17][20].  This model has the problem of matching 
people that not necessarily are close and can only 
communicate through the network.  
Our aim is to provide tools to ease the encounter of people 
that are physically close and are (usually) moving in a 
given setting with common needs. In this way unknown 
people, or people that do not know about other’s needs or 
knowledge, could meet in a face to face scenario to 
establish a collaborative relation. Natural mobility of 
people is permitted in this model, under a distributed agent 
administration. These agents communicate among them to 
recognize common aims and obviousness of the different 
people in their vicinity. 

2. PROBLEM DEFINITION 
In this work we propose an enhancement to the idea of 
Socialware, by the means of a face to face Socialware. Our 
aim is to study how mobile collaboration supports college 
student’s social and academic life. In Ad Hoc networks, 
agents would be responsible of detecting other agents that 
share the profile and current needs of their owners. When 
new students arrive to campus, it takes a while for the 
students to build trust among them, i.e., to know each 
other, form groups, work and study together, etc. The Ad 
Hoc network will be build with Pocket PCs using WI-FI 
(Wireless Fidelity; IEEE 802.11b). In this way only people 
that are close to each other (within 50 meters) form the 
network, encouraging a face to face contact.  
Each student has a mobile device, where an agent on the 
machine supports the following functionality (Figure 1).  
1.  Ubiquitous Awareness 

a. Who has? A given student that requires a specific 
object. For example if s/he missed a given lecture 
and is interested in the corresponding notes, 
his/her agent should search for those that went to 
the lecture and could trust him/her. Once 
somebody is found in our Ad Hoc network, we 
know that s/he is close, facilitating the encounter 
and therefore the transaction.  

b. This idea can be generalized to: What is of interest 
to me?, where the agent, through the students 
profile and current needs looks for matches with 
other agents, notifying when the match with the 
other agent is found.  

2.  Constrain group configuration. 
When a student wants to join a group for developing a 
project or going to a party, for example, the agent that 
stores his/her profile searches for those agents that are 

within the Ad Hoc network and have a similar aim and 
profile. 

 
Figure 1: Main Screen 

3.  Communicator. 
a. Inform me when you see a specific person (that 

also has a mobile device). When we search for 
somebody on Campus, it can occur that even 
when we are close to a person, we do not find 
each other. In this case the user notifies his agent 
to find a specific person that once found, it is 
indicated to both, in order to facilitate the 
encounter. 

b. Send a message and inform me. When we want to 
say something to somebody on Campus and want 
to know when s/he received the message, the 
agent searches for the other person’s agent and 
once the second agent receives the message, the 
first person is informed. 

3. GENERAL MODEL 
Figure 2 illustrates the system components and their 
interactions: 

1. Each of the users fills a questionnaire that defines 
his/her profile. 

2. An agent supervises the user activities with the 
Pocket PC tools.  



3. The agents search for other agents in the Ad Hoc 
network. Once another agent is found they 
compare their profiles and current needs. 

4. Once two agents agree, they both communicate 
their findings to the user. 

5. The agent finds out if the finding is transformed in 
an encounter. On the other hand, the agent tries to 
discover the reason, updating the corresponding 
profile and/or current list of needs. 

6. Face to face contact is established when both users 
agree.

 
 
 
 
 
 
 
 
 
 
 
 
 

 Figure 2. Processes among agents and users 

4. MENTAL MODEL 
An agent will essentially be the user “personification”. Its 
profile will determine the user “Mental Model” [2]. One of 
the theories which has best contributed to understand 
interpersonal attraction is the similarity attraction 
hypothesis [13]. There are other factors besides similitude; 
attraction and attitude, as well as religious orientation [8] 
adhesion to traditional sexual roles [19] and preferred 
activities [13]. Factors that appear to be significant in the 
beginning of a relationship are affinity in basic values, 
interests and hobbies [13].  
Considering the above, a study was performed in 180 first 
year students of Engineering and Psychology to measure 
their preferences evaluating the impact on the interpersonal 
attraction. Two questionnaires of more than 100 questions 
each, were given to the students at the beginning and at the 
end of their first semester in College. A factorial analysis 
was performed to identify the latent variables or subjacent 
constructs among the observed intercorrelations from the 
different measured variables. The results showed five 
factors of preference: 

1. Shopping and or relax activities. 
2. Sport activities  
3. Intellectual related activities. 
4. Social activities. 
5. Information activities. 

To identify common patterns in the different profiles, a 
hierarchical accumulative cluster analysis was performed. 
This technique, based on the quadratic Euclidean 
difference, as a measure of similitude, allows us to identify 
clusters that simultaneously present a high intra-group 

degree of similitude and a high inter-group degree of 
differentiation. Five clearly statistically significant (p < 
0,001) differentiable clusters were found (Figure 3).  
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Figure 3: Cluster Analysis. 

Cluster 1 represents a homogenous group with high 
ranking in each of the preferred categories. It identifies 
highly motivated students that like almost all. Cluster 2 
shows a group that mainly like shopping and social 
activities. Cluster 3 is distinguished by people that mostly 
like sports, social activities and information related 
activities. Cluster 4 has a similar pattern to the one in 
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cluster 1, but their difference is that their ranking in almost 
all is the middle of the scale. While Cluster 1 is highly 
engaged, Cluster 4 shows indifference. Finally Cluster 5 
behaves similarly than Cluster 1, but they definitely do not 
like information related activities.  

5. ARCHITECTURE 
Figure 4 illustrates the architecture of the proposed system. 
Four layers can be observed. At the bottom level lies the 
communication layer, i.e., the wireless Ethernet provided 
by Wi-Fi. Above the bottom level, lies the operating 
system, in our case Windows CE. Next, a Middleware is 
implemented by the means of two agents. One agent is 
focused to support the communication between the 
machines of the Ad Hoc network in a completely 
transparent way. The functionality provided by this agent is 
to test the communication media reliability (UDP or TCP), 
to establish communication with other agents (machines), 
to hide messaging aspects (broadcast, multicast, unicast) 
and to maintain a list of active peers. The other agent, the 
profile manager, uses the services provided by the 
communication agent to connect with its peers in other 
machines. On one side it provides the services for the 
application, and on the other, manages the heuristics for 
implementing the functionality defined in Section 3. 
Finally the application is built on the middleware using 
both agents. The communication agent provides services 

for messaging while the profile manager agent 
administrates the user information and delivers the results 
of its heuristics. 

 
Figure 4. Ad hoc network architecture. 
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(c) 

!ELEMENT User (Identification, Cognitive, Physical, Emotions)>
!ATTLIST User UID CDATA #REQUIRED> 
!ELEMENT Identification (name, age, sex, etc)> 
!ELEMENT name (#PCDATA)> 
!ELEMENT age (#PCDATA)> 
!ELEMENT sex (#PCDATA)> 
!ELEMENT etc (#PCDATA)> 
!ELEMENT Cognitive (analytical*, logical*)> 
!ELEMENT analytical (#PCDATA)> 
!ELEMENT logical (#PCDATA)> 
!ELEMENT Physical (vision*, contextura)> 
!ELEMENT vision (#PCDATA)> 
!ELEMENT contexture (peso, estatura)> 
!ELEMENT weight (#PCDATA)> 
!ELEMENT height (#PCDATA)> 
!ELEMENT Emotions (phobia*, temperament, behavior+)> 
!ELEMENT phobia (#PCDATA)> 
!ELEMENT temperament (#PCDATA)> 
!ELEMENT behavior (#PCDATA)> 
igure 5. Data representation: (a) hierarchical data tree, (b) DTD associated

name age sex 

logical 
reasoning +

weight 

etc 

analytical 
reasoning 

he

Identification 
Cognitive 

Characteristics  C

User 

contextur

) 
(b) 

?xml version="1.0" encoding="UTF-8"?> 
User UID="raldunat"> 

       <Identification> 
           <name>Roberto Aldunate Vera</name> 
           <age>34</age> 
           <sex>male</sex> 
           <etc>more attributes</etc> 
       </Identification> 
       <Cognitive> 
           <analytical></analytical> 
           <logical> </logical> 
       </Cognitive> 
       <Physical> 
           <vision></vision> 
           <contexture> 
                <weight> 85</weight> 
                <height>1.85</height> 
       </Physical> 
       <Emotions> 
           <phobia></phobia> 
           <temperament></temperament> 
           <behavior></behavior> 
       </Emotions> 
/User> 
vision* 

temperament 

behavior+ 
ight 

Physical 
haracteristics 

Emotional 
Characteristics 

e Phobia* 

 

(a
 to (a), (c) instance in XML that describes a user. 



 
The user profile is represented using XML. It provides a 
simple way to specify structure and allows independence of 
the semantics. Since it is a meta-language, oriented to 
describe grammars, it allows to build heuristics without 
knowing their implementation details before hand. Figure 5 
shows an example of a user profile definition. Fig 5a 
graphically illustrates the user profile with a hierarchical 
tree. Fig 5b shows the DTD (Document Type Definition) 
specification, i.e., the grammar definition that allows us to 
implement the description of Fig 5.a. Finally Fig. 5.c, is the 
XML code for one instance of Fig. 5.a using the grammar 
of Fig. 5.b. 

6. CURRENT STATE 
The academic year started in march 2003 and 40 out of 400 
freshman of Engineering were randomly chosen to be part 
of the project. Each of them got for the semester a Wi-Fi 
enabled Pocket PC that is monitored by Wi-Fi enabled PCs, 
strategically located in campus. The PCs are part of the 
peer-to-peer network as an access point to the Internet to 
monitor the students machine usage.  During the semester 
we want to find out: 

1. A dimension of attraction and contact among 
participants. According to the similarity – 
attraction hypothesis, it is expected that those 
participants who share the same cluster 
membership will be more attracted to each other 
than members from different clusters. Thus, it is 
expected that at both the middle and end of the 
semester (second and third time of the measure) 
the experimental group will report more frequency 
and amount of contact with members of their own 
cluster than those of the control group. Second, 
participants of the experimental condition will 
contact students of their own cluster earlier than 
members of the control group. Based on the 
assumption of earlier contact and communication, 
it is expected that participants of the experimental 
condition, compared to members of the control 
one, at time three will develop more close and 
stable interpersonal relationships along the 
semester. Complementary, any potential impact of 
the academic achievement will be analyzed 
between the experimental and control group. 

2. Record of Availability. How much will the 
students use the technology? Why and under 
which conditions? 

3. Scalability. Will the experience work better when 
few students are present or when all of them are 
forming the Ad Hoc network?  

4. Intrusion. It will measure the extent to which the 
use of this device affect the students academic 
lives in any negative and positive way, 
specifically if they feel that the agents invade their 
lives. 

At publishing time of this paper, almost end of the 
semester, we have our first conclusions: 
1. A big drawback in the experiment has been the 

batteries life. We are using Toshiba e740, that 
incorporates WiFi inside, which only last two hours 
on. Since it has no stand by mode where only the WiFi 
can be enabled to monitor if somebody is requesting it, 
students machine intersection time is rather short (less 
than two hours) which makes the machine real usage 
time squalid. 

2. We could experimentally find out the learning curve of 
new technologies (Figure 6) [21]. There is an initial 
time just after the technology introduction were 
productivity is increasingly negative until it reaches its 
worst. Then people begin to get used to it until it 
reaches the benefits zone getting some time until the 
users get all what they initially expected from the tool.  
What we saw is an initial drop out in the first month of 
around 25% of the users because they did not get used 
to the underlying mental model of the tool, plus the 
batteries short life time. Those that stood with the tool, 
increasingly augmented their usage after the first 
month.  

 
Figure 6: Learning Curve of New Technologies [21] 
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The paper presents the guidelines of a project of three italian 
Universities (Bologna, Siena, Trento) which aim is to investigate 
the use of mobile computing technologies to support the learning 
processes in a University context. The project covers three main 
areas. The first area is concerned with finding effective models 
for mobile learning. The second regards the evaluation of 
learning processes in mobile learning environments. The third 
focuses on the technological aspects of mobile learning, and on 
their integration with e-Learning systems, and more generally, 
with the information systems of the academic institutions. The 
project has its foundations in the availability of significant 
experience on e-learning real processes, and on the availability of 
the source code of an e-learning system developed in previous 
projects and currently used by different faculties, and of the 
newer platform that gathers the experience obtained in the past. 

1. Introduction 
Mobile learning is a field which combines two very 

promising areas – mobile computing and e-learning. Mobile 
learning could be considered any form of learning (studying) and 
teaching that occurs in a mobile environment or through a mobile 
device, like cellular phones, Personal Digital Assistants (PDA), 
smartphones, tablet PC etc. On the other side of mobile learning, 
we have e-learning, i.e., every educational process assisted by 
computers through the networks, and Internet in particular. A 
mobile learning educational process can be considered as any 
learning and teaching activity that is possible through mobile 
tools, or in settings where mobile equipment is available. 
Different devices that exist and all the devices that are coming 
up on the market, with their limitations and advancements, 
provoke different ideas for applying them on learning, thus any 
device can mean different m-learning.  

Investigation had been done also on how useful mobile 
computing devices could be for reading or for workplace 
activities [1], on the basis of studying activity theory. Some 
authors [2] try to give directions to application designers for the 
areas, where the mobile devices should be most useful. Others 
[3] are trying to achieve conclusions by analyzing the theories of 
adult informal learning. In a few papers some interesting positive 
sides of using new technologies are underlined i.e. the 
participants are excited and want to try “new” things.  

Some findings show that introducing new forms of teaching 
(even if this means just using a standard tool for drawing on a 
PDA) make students spend more time in working on that subject, 
comparing to the other subjects.[4] The currently evolution and 
analyses of m-learning projects show many positive results. On 
the other hand there are some doubts if this excitement is, or is 
not, a temporary side effect. Most of the researchers think 
([5][6]) that PDAs and other mobile devices should be seen more 
like extension, rather than replace the existing learning tools. 
Moreover not all kinds of learning content and/or learning 
activities are appropriate for mobile devices [7]  
This contribution will present our view regarding the topic on 
mobile computing: in particular, we’ll present a project of our 
three Universities in which we want to use an existing Learning 
Management System and adapt it to the needs of mobility, having 
the source code of the system available. This mobile platform 
will be used to test principally new models for learning in mobile 
settings and tools for assessment of learning process through the 
use of mobile technologies.  

2. The three elements of building a mobile 
learning environment 

The aim of the project has three key elements. Firstly, we 
are interested into analyzing and viewing the system as whole 
and thus researching, whenever it would be possible, models that 
would allow us to individuate the relationships that connect those 
elements, as well as their knowledge value and reach. A second 
but not secondary issue is concerned with how to evaluate the m-
learning tools and their model as a function of the induced 
quality in the learning processes. Talking about good quality in 
distance learning is undoubtedly a not easy task for various 
reasons, first among everybody because has not closed the debate 
on what he understands, in more general sense, for quality of a 
formative intervention, with all what which this involves yet: 
didactic effectiveness, social and professional impact, 
investment, etc. We would like to assume for quality not as much 
the excellence as rather the management of a continuous process 
to approach the most possible the wished effect (for instance, 
what one wishes is learned) to real effect (what which has been 
learned). We call such systems closed ring:a key element for this 
is a constant monitoring, whose aim is to both evaluate users and 



the whole process. A first approach to the problem has been 
performed trying to isolate the verifiable difficulties in 
traditional testing systems (refer in particular to the North 
American model, which uses questions with answers to multiple 
choice). These have been summarized in the following five 
points, concerning multiple choice test: 1) they are concerning 
the results of the learning process, not to the processes 2) they 
underline the knowledge level not the potential of learning 3) 
they are far from the working contexts 4) the memory can 
sometimes be more useful than the comprehension 5) the so-
called tests-taking skills can affect the result. Possible answers to 
these problems are presented in [8]. In the context of the present 
project we would like to highlight two particulars. First, the 
personalization of the tests is possible only in presence of a 
student model that memorizes a description of his expertise and 
brings up to date. Besides, the enlargement of the field of action 
of the evaluation, from the results to all the educational process, 
makes it possible the use a graph structure. 

As a third key element of the project, in order to support the 
experimentation of any tool or technique of m-learning, a rather 
complex information system is necessary. Its role includes 
distributing didactic material, users identification and 
authorization, gathering of data relative to the user-system 
interaction, provisioning of mobile services, supplying statistics 
on level of usage and satisfaction etc. From this point of view, 
the project attempts to interconnect m-learning technologies with 
e-learning, and e-learning is in turn always more integrated in 
the information systems of academic institutions. E-learning 
systems, and Learning Management Systems (LMS) in 
particular, are nowadays a key element in the learning processes 
that take place at Universities, and they are widely investigated 
in literature [9], [10], [11], [12]. Several implementations are 
available on the market, like for instance LearningSpace™, 
WebCT™, Blackboard etc. [13]. They are in the middle of a 
transformation from simple support of on-line learning (like in 
the case of LMSs) into real information systems (Learning 
Information Systems -LIS). As such, they integrate many 
components of the wide spectrum of a formative action [14]. Our 
project needs to integrate such systems with our project’s 
specific mobile-computing requirements. This means that we 
have to focus mainly on two points: on the one hand we have all 
the administrative and back-office processes of a Faculty (e.g. 
exam registration, didactic design, theses management, 
bookkeeping of teachers activity, University marketing etc.).  

On the other  hand, research attempts to focus on the 
technological evolution that brought to people mobility and 
mobile terminals (PDAs, pocketPCs, cellular phones, smart-
phones, tabletPCs etc.) that are now present in every day’s life. 
These tools are an interesting for a LIS, since they allow the 
various actors (such as students, teachers, administrative 
personnel etc.) to have a mobile platform that keeps them in 
touch with the LIS wherever they are. The possible applications 
are therefore very many: we can for instance think at the 
possibility for a secretary to communicate with mobile-
technology enabled students, or at possible mobile collaboration 
among teacher and students within a course framework (our 
research will explore this aspect). Some work has been done on 
Learning Management Systems, but the idea of a University 
Information System having a mobile component that belongs to 

the skeleton of the Information System is still in its infancy. The 
research group will use an already existing community-oriented 
e-learning portal that has been in use for some time to integrate 
and test mobile technology and related methodologies. 

 
Fig. 1: A general schema of the prototype 

 

3. Evaluating mobile learning settings 
The experience from years of development and use, the 

advance of technology, and the development of authoring tools 
for questions and tests has resulted in a sophisticated, computer 
based assessment system. However, there is still a lot of room for 
further development. In line with many writers in the field of 
assessment, we distinguish three types of assessment:  

• diagnostic assessment; it provides an indicator of a learner’s 
aptitude for a programme of study and identifies possible 
learning problems;  

• formative assessment; it is designed to provide learners with 
feedback on progress and informs development but does not 
contribute to the overall assessment;  

• summative assessment; it provides a measure of achievement 
or failure made in respect of a learner’s performance in 
relation to the intended learning outcomes of the programme 
of study.  

The most common distinction in the literature is that made 
between formative assessment and summative assessment. A 
formative computer-based test is described as one where the 
results of the test do not contribute to a student’s final grades. 
Instead, the student’s scores are used to assist in improving the 
student’s learning, often by identifying weaknesses in the 
student’s knowledge and understanding of a given area or by 
helping them to identify and correct misconceptions. In a similar 
way, lecturers can also make use of the results obtained to help 
them improve their teaching by identifying areas that students 
have found difficult to understand. Nonetheless, in many 
assessment activities the difference is not so evident. 

As just introduced in the introduction, formative 
assessment can also be used to help bridge the gap between 
assessment and learning. This may be achieved particularly 
where assessment strategies are combined with useful feedback, 
and integrated within the learning process [15]. This feedback 
need not be limited to correct/incorrect responses, but can 
include detailed textual feedback about answers and the topic 



area of the question. Formative assessment can assist in 
consolidation of learning, and in identifying weaknesses in 
assumed understanding. We think that it would be helpful to be 
able to deliver the same questions in a number of modes.  

Our summative strategy consists of two phases: the 
former to find the approximate student level, the latter to give 
the student the right mark using a set of questions customized on 
his capabilities. The preliminary examination contains for every 
subject two or more questions for each difficulty level. The score 
obtained by the student in the first test is used to choose 
questions to propose in the second test. Using this technique we 
can build a test which is not redundant (due to the adaptively) 
and the same firs test set for every student, so we can get data on 
the quality of the items. Diagnostic assessment is quite similar. 
In particular, the two-session strategy is the same. The main 
difference is that it is taken before starting a course, to decide 
what kind of resources will be used. In this case, the system 
knows nothing about the student’s knowledge; it also records the 
scores of every answer, so the system can use them when it needs 
to explain a topic already scored. When an exam session is 
completed, we will have a score for every candidate and for every 
question. To obtain a human-understandable mark we used a 
function depending on two parameters α and p. We used this 
function in a large number of real cases and the experimental 
data showed that the choice of α is important to obtain well-
distributed marks. This value can be adjusted after the test 
correction, in response to the candidate’s answers. Moreover, 
useless items may be discovered. The value p is used to give full 
marks. To compose tests easily from a set of items and correct 
them, the system uses normalized questions and manages the 
item weighting: when an author creates a course, he sets weights 
that will influence the automatic item selection and the scoring 
algorithms. Some of the available forms of assessment strategies 
included in the proposed system are: a) true/false; b) multiple-
response question; c) extended matching item and drag and drop 
question types share the same process of selection. d) image hot 
spot; e) code writing. The process of assessment involves 
gathering information from a variety of sources to develop a rich 
and meaningful understanding of student learning. Modern 
computer assisted assessment packages are capable of storing 
and analysing vast amounts of information on student learning. 
With appropriate analysis this data can be used to identify the 
strengths and weaknesses of individual students and match these 
to learning resources that meet their needs. 

Finding appropriate, high quality resources has now 
become a significant challenge. Furthermore, based on user’s 
requirements and interests, filtering and retrieval tools should be 
developed, improving their usage. Information filtering systems 
can help learners by eliminating the irrelevant information, 
operating like mediators between the sources of information and 
the learners. Personalized filtering should be also a process of 
filtering based on not only the long-term interests but also the 
short-term requirements. For these purposes, we consider 
relevant the integration of an hybrid recommender system that 
combine content analysis and the development of virtual clusters 
of students and of didactical sources. This information 
management system provides facilities to use the huge amount of 
digital information according to the student’s personal 
requirements and interests, with special focus on the 

development of new algorithms and intelligent applications for 
personalized information classification and filtering. In this way 
data can be obtained about which material is proving to be most 
effective in raising student achievement. Taken together with the 
profiles of student strengths and weaknesses, this may prove an 
effective tool for identifying which resources are most suitable 
for each student, giving them an individual program of study, 
tailored to their needs. 
The assessment process could be organized in the following 
phases:  
a) Creation of the architecture for the management of the 

evaluation moments for the whole formative process; 
b) Creation of the test databases organized in atomic sets of 

different kind of requests (multiple choice, open, closed, fill 
in gap, building of sentences, problem-solver, …); 

c) effectiveness and consistency analysis of the databases 
produced to the previous point through the application of 
"item analysis specifications" (on real cases); 

d) Management of the various assessment processes; 
e) system evaluation which allows to make experimentations on 

the principal platforms which at present the more diffuse 
PDA computers equip on the market. 

4. Adapting a Learning management system 
to infomobility 

In order to support the experimentation of any tool or 
technique of m-learning, a rather complex information system is 
necessary. Its role includes distributing didactic material, user 
identification and authorization, gathering of data relative to the 
user-system interaction, provisioning of mobile services etc. In 
this regard, e-learning systems in general, and more specifically 
Learning Management System, are by now a vital component in 
the distance educational field. We have to integrate LMS with 
two different classes of processes: 

- on one hand, processes connected with the 
administrative (back-office) activity of a faculty: all 
such processes have important overlaps with processes 
managed by an LMS. 

- on the other hand, technology evolution has pushed 
toward a strong mobility of all the actors, and has 
furnished several mobile devices (PDA, pocketPC, cell-
phones, smart-phones, tablet-pc).  

The number of possible applications is huge: for instance, 
the possibility for the administration to communicate in real time 
with students equipped with such devices, new forms of 
collaboration among students and teachers within an University 
course, the chance for the students to interact among them 
regarding the courses etc. The focus moves therefore from a 
system that is based on “offering courses” into a system based on 
the idea of “virtual community”. A virtual community is a highly 
generalized collaboration space. In such way, a course given by a 
teacher, a seminar, the group of students preparing their thesis 
with the same teacher, students working together on a project, 
etc. are all instances of virtual communities. We already built, 
over several years, a community-oriented learning portal. 
Starting from this existing background, we intend to experiment 
various ways to support collaboration among users 



interconnected by mobile technologies through the already active 
portal based on our LIS.  
The adaptation of the Learning Information System to 
infomobility will need different steps: 

a) Extension of the traditional functions of a LMS to the 
mobile-computing needs required by the project. 

b) Distribution of the educational material specifically 
created for the fruition on mobile equipment. 

c) Integration of the self-evaluation system into the LIS.  
As regard as the development of the systems, we decided on 
which devices to concentrate our development. This is a very 
important issue, as the market is continuously changing with new 
products emerging everyday. So, it is practically impossible to 
have a general mechanism for involving all possible devices 
currently available. We found the following devices useful for 
our experimentations: GSM/GPRS cellular phones, PDA, Smart-
phones, UMTS telephones, Tablet PCs. The platforms have been 
already found in their main components. These platforms will be 
the ones based with Symbian OS on one side, and on the other 
side the platforms equipped with Windows CE, i.e. the PDAs 
that present points of contact with the Windows desktop 
environment in terms of applications and working environment. 
We will also experiment with the Palm OS, so that our 
experiment will cover a very large share of the market. In the 
first step of the project, however, the choice made on some 
Microsoft™-dependent PDAs is related mainly on the 
consideration that most of the educational material is currently 
published in Microsoft™ software tools, especially PowerPoint 
and Word. The test of the system will consist in some lessons 
conducted using Learning objects distributed using the LMS and 
used by students and teachers using PDAs, traditional viewers 
(like PowerPoint and Acrobat Reader) and other available mobile 
devices. Part of these educational materials will be available only 
through mobile devices: students will have to learn studying only 
on PDAs. In this way, different groups that have studied on 
different devices with different approaches will be available for 
our research: those who followed face-to-face lessons, those who 
studied on learning objects without following the lessons and 
those who studied on mobile devices. By creating a specific and 
calibrated set of tests, we want to verify the level of learning of 
the single groups, by analyzing the differences and the relative 
motivations. The results of these tests will be matched with the 
results of the self-evaluation tests distributed to the students, in 
order to verify thoroughly the level of learning reached by the 
students. As regarding the use of specific tools available with 
mobile technology, we decided to concentrate initially on two 
different services for mobile devices: 

• The management of SMSs sent by teachers to students or 
by administrative staff to teachers and students when 
particular events happen (meetings, reminder for 
expiration dates etc.) 

• The consultation of a common agenda (we call it 
organizer) that will be available on the mobile device and 
will keep all the important dates for the actor (mainly 
students and teachers) 

The first service is quite simple to build but not so easy 
to manage, if the LMS that operates behind the scenes does not 
have all the information needed. The second service is under 

development and is more complicated, as it involves one of the 
most difficult task to manage inside a LMS, i.e., time 
management. We are currently building a system that allows 
students and teachers to connect with their mobile device and 
consult their agenda, dynamically built with all the events that 
could happen during a normal university activity. The problem is 
related to the way the client (the PDA) interrogates the remote 
server module requesting the update of the events since last 
connection. These are the alternatives we evaluated and tested, 
from the simplest to the most complicated: 
• Using the embedded browser of the PDA to navigate through 

the web pages; 
• Using a client database application, built specifically for 

mobile devices, that interrogates the server DB through the 
internet, synchronizing the data on the mobile device; 

• Synchronizing the PDA agenda of the user with the central 
DB by using cradles and DB synchronization; 

• Building a client/server application in which the client (on 
the PDA) uses traditional RPC/RMI mechanisms to invoke 
server methods in order to receive data.  

• Building a web application that request a web service 
through the use of XML/SOAP messages. This is the best 
solution we found, as it provides the access in short time to 
the central DB through the use of open technologies like 
XML/SOAP, will use a port that is already opened for web 
access, and finally will guarantee the extension of the client 
part to other PDAs simply by creating the new client 
interface to the web service. We will therefore provide the 
agenda synchronization through a web service that will 
recognize the user, verify the state of his/her agenda, and will 
send an XML-formatted packet of data regarding last events 
in the system. The client side of the application, specific for 
the device, will format this data for the display: after that, the 
connection with the server will be closed and the navigation 
on the agenda will be completely off-line. 

 
5. References 
[1] Waycott J.: An Investigation into the Use of Mobile 

Computing Devices as Tools for Supporting Learning and 
Workplace Activities , 5th Human Centred Technology 
Postgraduate Workshop (HCT-2001), Brighton, UK, 
September 2001, available online at 
http://www.cogs.susx.ac.uk/lab/hct/hctw2001/papers/waycot
t.pdf 

[2] Roibás A.C., Sánchez I.A.: Design scenarios for m-learning, 
Proceedings of the European Workshop on Mobile and 
Contextual Learning, (p. 53-56), Birmingham, UK, June 
2002 

[3] Rogers T.: Mobile Technologies for Informal Learning – a 
Theoretical Review of the Literature, Proceedings of the 
European Workshop on Mobile and Contextual Learning, 
(p. 19-20), Birmingham, UK, June 2002 

[4] Dvorak J. D., Burchanan K.: Using Technology to Create 
and Enhance Collaborative Learning, Proc. of 14th World 
Conference on Educational Multimedia, Hypermedia and 
Telecommunications (ED-MEDIA 2002) , Denver, CO, 
USA, June 2002 



[5] Kukulska-Hulme A.: Cognitive, Ergonomic and Affective 
Aspects of PDA Use for Learning, Proceedings of the 
European Workshop on Mobile and Contextual Learning, 
(p. 32-33), Birmingham, UK, June 2002 

[6] Waycott J., Scanlon E., Jones A.: Evaluating the Use of 
PDAs as Learning and Workplace Tools: An Activity Theory 
Perspective, Proceedings of the European Workshop on 
Mobile and Contextual Learning, (p. 34-35), Birmingham, 
UK, June 2002 

[7] Keegan D.: The future of learning: From eLearning to 
mLearning, available online at 
http://learning.ericsson.net/leonardo/thebook/book.html 

[8] Casadei G., Magnani M., Assessment strategies of an 
intelligent learning management system, accepted for 
publication in “International Conference on Simulation and 
Multimedia in Engineering Education, 2003” conference 
proceedings 

[9] A'herran A., Integrating a course delivery platform with 
information, student management and administrative 
systems, in Proc. EDMedia 2001, Tampere, Finland, June 
25-30 2001 

[10] Hall B, Learning Management Systems. How to Chose the 
Right System for your Organisation, Brandon Hall, 2001 

[11] McMahon M., Luca J, Courseware Management Tools and 
Customised Web Pages: Rationale, Comparisons and 
Evaluation, Proc. EDMedia 2001, Tampere, Finland, June 
25-30 2001 

[12] Hanna, D. E., Glowacki-Dudka, M. & Conceicao-Runlee, C. 
(2000). 147 Practical tips for teaching online groups: 
Essentials of Web-based education. Madison, WI: Atwood 
Publishing. 

[13] Aggarwal, A. Web-based learning and teaching 
technologies: Opportunities and challenges.. Hershey, PA: 
Idea Group Publishing 2000. 

[14] Colazzo L., Molinari A. (2002) From Learning Management 
Systems To Learning Information Systems: One Possible 
Evolution Of E-Learning, in Proc. Communications, Internet 
and Information Technology (CIIT) Conference, St. Thomas, 
USA – November 18-20, 2002 

[15] Dalziel, J. R., & Gazzard, S. (1999b). Beyond Traditional 
Use of Multiple Choice Questions: Teaching and Learning 
with WebMCQ Interactive Questions and Workgroups. 
Open, Flexible and Distance Learning: Challenges of the 
New Millennium - Collected papers from the 14th Biennial 
Forum of the Open and Distance Learning Association of 
Australia, 93-96. Geelong: Deakin University. 

 

 



 
 
 

Demonstrations  
and  

Short Talks 
  



Taeneb:  
Map centred tourist information access on palm-tops 

 Mark Dunlop 
University of Strathclyde 

Richmond Street, Glasgow, G1 1XH 
Scotland 

+44 141 548 3497 

Mark.Dunlop@cis.strath.ac.uk 
 

 
 
 

Categories and Subject Descriptors 
H.1.2 [User/Machine Systems]: Human factors. 

General Terms 
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Keywords 
Palmtop mapping, starfield displays, tourism information. 

1. DEMONSTRATION ABSTRACT 
This demo will present the Taeneb CityGuide that provides 
tourist and venue information access on palmtop computers. It 
will concentrate on the two main technical developments in the 
project as they affect tourists: high quality, directly queryable 
maps on palmtops and community reviewing of venues. 
Starfield display technology has been proved to provide quick, 
dynamic and easy access to large amounts of complex data 
through use of scatter-plot displays and dynamic queries [1]. 
These techniques have been shown to be of great benefit in 
domains such as house purchases and searching for movies. 
However, starfield technology has traditionally been used only 
for large colour screens. In a previous project we showed that a 
palm-top computer based starfield display was a successful 
access method for a movie database despite being used on very 
small, and at the time monochrome, screens [2]. 

In this project we have developed high quality easy-to read maps 
(in colour and monochrome) for Palm OS palmtop computers 
based around starfield displays: in our prototype users are 
presented with a map of Glasgow City Centre with restaurants 
shown as small dots on the map. To complete the starfield design 
we have combined these maps with a set of filters so that users 
can chose to see only matching venues on the maps. In the 
RestaurantGuide prototype for example, users can filter on 
average price of a meal and type of food so could filter to show 
only, say, expensive Italian or French restaurants. The map reacts 
immediate to give users visual feedback on each selection. This 
style of map-centred querying supports both precise and 
imprecise searches; supports discovery of high level information, 
such as clusters of matching targets (e.g. areas of the city centre 
with many restaurants matching the filters such as the famous 
Brick Lane area of London for Indian restaurants); and 
overcomes many of the problems of both traditional querying and 
traditional hypertext style designs. 

 

In addition to providing a queryable map as the core of the 
restaurant guide we have also developed a community review 
system. Here users can write reviews of restaurants and, subject 
to approval by an administrator, have them published so that all 
other restaurant guide users can read them. Not only does this 
allow more dynamic reviews than traditional book reviews 
(changes to restaurant ownership and quality of service, for 
example, can be reflected much quicker in this guide than 
traditional professionally reviewed guide books) but it allows 
filtering of messages to match particular users, in a similar 
fashion to Stick-E Notes use of filtering for ubiquitous message 
delivery [3]. For example, a young Californian visiting Scotland 
may only trust another Californian's or a Japanese person's 
judgement on whether Sushi in Scotland is typically any good. 
She is unlikely to trust the opinion of, say, a Scot who has never 
had Californian or true Japanese Sushi. By recording 
demographic information about users with their reviews this can 
be later be used to filter reviews so that users can chose to see a 
suitable subset of reviews given their own user profile. We 
believe this provides a powerful new review style to complement 
traditional professional reviews. 
The demo will give a brief overview of the palmtop system for 
dynamic mapping community reviews of local restaurants. 
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1. Introduction 
The Físchlár-News Video archive is one of the results of research 
into analysis, browsing and searching of digital video content 
carried out at the Centre for Digital Video Processing, Dublin 
City University. Físchlár-News automatically records the 9pm, 
evening news from the Irish national broadcaster RTÉ1 each day 
and segments this programme into news stories. Currently there 
are several months of recorded daily news programmes in the 
archive (and another two year’s news archived).  

Físchlár-News supports browsing and retrieval of news stories on 
both desktop and mobile devices:  

• Mobile access via a web browser for both PDAs 
(Compaq iPAQ on a wireless LAN) and XDAs (using a 
GPRS connection), each of which plays RealVideo 
content at 20Kbps (see Figure 3). 

• In a desktop environment, a web browser is used with 
MPEG-1 video streaming at 1Mbps (see Figure 1). 

Supporting multiple access devices is possible because Físchlár-
News is based on XML technologies, which by incorporating 
XSL transformations for each new device required, can easily be 
extended to incorporate new access devices and standards.  

 
Figure 1. The Desktop Interface to Físchlár-News 

2. Físchlár-News on the Desktop 
When using Físchlár-News on a desktop device, there are a 
number of ways of accessing news stories: 

• Browsing News by Programme: A listing of news stories 
grouped by month is provided and selecting any news 
program displays a list of the news stories from that 

program (see Figure 1). More detailed keyframe browsing 
of news stories is also supported if the user requires. 

• Content Searching for News Stories: This is achieved by 
representing each news story by a textual description, 
which has been automatically extracted from the closed 
caption text and supporting user queries against these 
textual descriptions of each story.  

• 

Following Automatically Generated Links: Using the 
closed caption transcripts for a given news story, we 
identify similar stories to any one given story, and thereby 
support content-based hyperlinking of news stories.  

3. Físchlár-News on a Mobile Device 
Small display size, awkward methods of data input and limited 
bandwidth are among the major constraints in designing systems 
for mobile platforms. In order to address these issues user 
interaction with a mobile device should be limited to a subset of 
the functionality of the desktop version. Consequently, the 
functionality of Físchlár-News on a mobile device is based around 
the following two core aspects: 

• Personalisation: Providing personalised access to the 
news archive by presenting the user with a listing of news 
stories of interest to the user (see Figure 2). 

• Story Browsing: Supporting user to access news stories 
in the archive by browsing a reverse chronologically 
ordered listing of news programmes. 

 
Figure 2. Personalised story 
recommendations. 

 
Figure 3. Playback on a 
mobile device. 

See our full-length paper for a more detailed description of the 
Físchlár-News archive. 
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Abstract 

 

As today interaction means become more and more various and sophisticated, interaction demands the 
integration of heterogeneous modalities, such as voice, gesture, graphics and animation, as well as 
appliances, such as classical laptop and desktop workstations, mobile phones, Personal Digital 
Assistants (PDA), PC tablets, etc.  

A solution for providing users with wider access to existing systems and for enhancing user-
friendliness of existing interaction means is to design intelligent interaction systems that dynamically 
adapt to the interaction environment and react appropriately in various contexts of use, without 
implying any modification to the core application. 

We illustrate here the concept of Human Interaction Container (HIC) which introduces an important 
shift in the field of Human-Computer Interaction, moving from an application-centric to user-centric 
perspective, through the adoption of a service-oriented view of application and user interface 
capabilities.  

The HIC aims at encapsulating all software components dedicated to user-system interaction 
management into a context-aware and context-sensitive container enacting as a mediator between the 
application services and the presentation services. As such, this container is designed so to ease the 
logical separation between application, interaction and presentation, and handle all the interaction 
processes enabling an application and its various user interfaces to communicate with each other. It 
offers application-independent and interface-independent interaction services which support intelligent 
adaptive interaction. These generic interaction services include dialogue processing, task and activity 
planning, user adaptation, multi-modality management and multimedia presentation generation. 

Our approach aims thus at being able to dynamically generate or adjust a presentation which best fit 
the user’s expectation according to its own context and its current task. Contextual information will be 
accessed to constrain the design or re-design of a presentation to take into account some user’s data. 

This research paves the way towards highly dynamic and mobile interfaces where the UI will be 
virtualized and will become real, only once an operator has been connected to it.  With this approach 
UI will be no more static but highly dynamic, personalized and accessible through a broad range of 
various devices ranging from Desktop/Laptop to PDA/Mobile Phone. 
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We demonstrate the ifMail prototype, described elsewhere in these proceedings. By ifMail we propose an integrated approach to email 
categorization, filtering, and alerting on mobile devices. ifMail is capable of:  

• Categorize incoming email messages into pre-defined categories. Categorization is obtained on the basis of a profile attached to 
each user-defined folder and dynamically updated by means of user’s feedback. 

• Filter and rank the categorized messages according to their importance. Filtering, performed by re-using the evaluation made in the 
categorization phase, singles out the most relevant messages in each folder and alerting takes charge of notifying these messages to 
the user’s mobile device. 

• Alert the user on mobile devices when important messages are waiting to be read. We have been experimenting with PDA, where 
the notification of the arrival of a new relevant message for a specific category is shown together with a number of stars 
representing the message relevance computed by the system. The user can then archive the message, read message data like sender 
and subject, or read the whole message body. We are currently extending the system for WAP enabled phones. 

 
These functionalities are performed mainly on the server-side, since they are, from the computational viewpoint, rather expensive.  

In the demo we will present the typical usage of the system, both on various mobile devices and on a “normal” (i.e., desktop, or portable) 
PC. We also discuss how the choice of an integrated solution to email categorization, filtering, and alerting is a necessary choice if a high 
effectiveness is required. 

 

Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute to lists, 
requires prior specific permission and/or a fee. 
Mobile Information Access Workshop, Sep. 8, 2003, Udine, Italy. 
Copyright 2003 ACM 1-58113-000-0/00/0000…$5.00. 
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