
ECM3412/ECMM409ECM3412/ECMM409
Nature Inspired ComputationNature Inspired Computation

Lecture Lecture 1122

Swarm Intelligence 2: Particle Swarm Intelligence 2: Particle 
Swarm OptimisationSwarm Optimisation



TodayToday

Brief recap of the principles of Brief recap of the principles of 
Swarm IntelligenceSwarm Intelligence
Recap of the important points of Recap of the important points of 
flocking behaviourflocking behaviour
Particle Swarm Intelligence Particle Swarm Intelligence 
AlgorithmAlgorithm
Some applicationsSome applications



Swarm Intelligence RecapSwarm Intelligence Recap
Emergent ‘intelligent’ behaviour Emergent ‘intelligent’ behaviour 
not possible by an individualnot possible by an individual

Arises as a consequence of Arises as a consequence of 
interactions between individuals in interactions between individuals in 
an environmentan environment

Interaction can be direct (through Interaction can be direct (through 
vision etc…)vision etc…)

Or indirect such as ants and Or indirect such as ants and stigmergystigmergy (the (the 
modification of the environment by pheromones)modification of the environment by pheromones)

15cm
Food source

Nest



Ultimate Swarm Intelligence?Ultimate Swarm Intelligence?
Ultimate swarm Ultimate swarm 
intelligence? (Levine, intelligence? (Levine, 
1998)1998)
•• SlimeSlime--moldmold

((DictyostelidaDictyostelida and and 
AcrasidaAcrasida))

•• Food abundantFood abundant –– moldmold
is an amoebais an amoeba

•• Food scarceFood scarce –– turns into turns into 
multicellularmulticellular organism organism 
(slug) capable of (slug) capable of 
movement…movement…

Slime mold Physarum



Characteristics of Flocking





Particle Swarm OptimisationParticle Swarm Optimisation

Introduced by Kennedy and Introduced by Kennedy and EberhardtEberhardt in in 
19951995
ParticleParticle –– each particle is a solutioneach particle is a solution
•• No mass or volumeNo mass or volume
•• BUT! Velocity and acceleration do applyBUT! Velocity and acceleration do apply

Swarm Swarm –– velocity matching not includedvelocity matching not included
Optimisation Optimisation –– discovery of neardiscovery of near--optimal optimal 
solution by means of a population of solution by means of a population of 
individualsindividuals



The ‘Cornfield Vector’ / Rooster The ‘Cornfield Vector’ / Rooster 
EffectEffect

How does swarming/flocking get us to a near How does swarming/flocking get us to a near 
optimal solution?optimal solution?
When food is left for birds, often within When food is left for birds, often within 
minutes/hours there are a number of birds at minutes/hours there are a number of birds at 
that food source (similar to our optimal solution).that food source (similar to our optimal solution).

Therefore we can define a ‘fitness function’ which Therefore we can define a ‘fitness function’ which 
represents the quality of a solution.represents the quality of a solution.

As we will see later, the knowledge of individuals As we will see later, the knowledge of individuals 
is incorporated into the algorithm.is incorporated into the algorithm.



Basic PSOBasic PSO

Create and initialize N random Create and initialize N random 
particles (solutions)on the search particles (solutions)on the search 
spacespace

For Each For Each TimestepTimestep
For Each IndividualFor Each Individual

Update the position of the Update the position of the 
particle by adding a velocity to particle by adding a velocity to 
the current particle positionthe current particle position

Next IndividualNext Individual
Next Next TimestepTimestep



Position UpdatingPosition Updating

How do we decide on a new position How do we decide on a new position 
for a particle?for a particle?
Based on its velocity like this:Based on its velocity like this:

xxijij[t+1] = x[t+1] = xijij[t]+v[t]+vijij[t+1][t+1]

Where Where xx is the position of particle is the position of particle ii in in 
dimension (variable) dimension (variable) jj



Velocity UpdatingVelocity Updating
How do we determine the velocity of a particle?How do we determine the velocity of a particle?
By using this function:By using this function:

vvijij[t+1] = [t+1] = vvijij[t[t]]
+c1*rand()*(+c1*rand()*(pbestxpbestxijij--presentxpresentxijij))
+c2*rand()*(+c2*rand()*(gbestxgbestxijij--presentxpresentxijij))

Where Where c1c1 & & c2 c2 are constants and are constants and rand()rand() is  a is  a 
function which returns a random number function which returns a random number 
between 0 and 1.  between 0 and 1.  
As before As before ii is the individual and is the individual and jj is the is the 
dimension.dimension.
pbestxpbestx is that particle’s previous best positionis that particle’s previous best position
gbestxgbestx is the population’s previous best positionis the population’s previous best position

It’s not as complicated as it looks!It’s not as complicated as it looks!



Velocity UpdatingVelocity Updating
Break the function into sections:Break the function into sections:
vvijij[t+1] = [t+1] = vvijij[t[t]]

+c1*rand()*(+c1*rand()*(pbestxpbestxijij--presentxpresentxijij))

+c2*rand()*(+c2*rand()*(gbestxgbestxijij--presentxpresentxijij))

New particle velocity for particle i New particle velocity for particle i 
in dimension j is equal to the old in dimension j is equal to the old 
velocity plus…velocity plus…

A random weighting of the A random weighting of the 
previous best encountered position previous best encountered position 
for individual i minus the current for individual i minus the current 
position, plus…position, plus…

A random weighting of the A random weighting of the 
previous best encountered position previous best encountered position 
for the whole population minus the for the whole population minus the 
current position.current position.



Velocity UpdatingVelocity Updating
Why rand()?Why rand()?
•• As with As with GAsGAs, to stop the swarm converging too , to stop the swarm converging too 

quickly.quickly.

Why c1 & c2?Why c1 & c2?
•• These constants can be used to change the These constants can be used to change the 

weighting between personal and population weighting between personal and population 
experience.experience.

Why Why pbestpbest??
•• This is the component which draws individuals This is the component which draws individuals 

back to their previous best situationsback to their previous best situations

Why Why gbestgbest??
•• This is the component where individuals This is the component where individuals 

compare themselves to others in their groupcompare themselves to others in their group



PSO and Social BehaviourPSO and Social Behaviour
Kennedy and Kennedy and EberhardtEberhardt discuss PSO in the discuss PSO in the 
context of human social behaviourcontext of human social behaviour

The The pbestpbest parameter is the cognitive parameter is the cognitive 
component:component:
•• How well the individual is doing based on How well the individual is doing based on 

performance in the past.performance in the past.

The The gbestgbest parameter is the social parameter is the social 
componentcomponent
•• How well the individual is doing based on the How well the individual is doing based on the 

performance of other individuals.performance of other individuals.



Variations Variations –– Neighbourhood Based Neighbourhood Based 
PSOPSO

Similar to the previous globalSimilar to the previous global--based PSObased PSO

lbestlbest computed instead of computed instead of gbestgbest where where lbestlbest is is 
the best solution in the current neighbourhoodthe best solution in the current neighbourhood

Neighbourhoods are normally not defined by Neighbourhoods are normally not defined by 
closeness of decision variablescloseness of decision variables
•• No matching requiredNo matching required
•• Good solutions are spread throughout the populationGood solutions are spread throughout the population

gbestgbest v v lbestlbest??
•• gbestgbest will tend to converge earlier as every particle has will tend to converge earlier as every particle has 

access to the best individualaccess to the best individual
•• lbestlbest has larger diversity and less likely to get trapped in has larger diversity and less likely to get trapped in 

local minimalocal minima



PSO VariablesPSO Variables
Swarm sizeSwarm size
•• Analogous to population size in Analogous to population size in GAsGAs

Neighbourhood sizeNeighbourhood size
•• lbestlbest (as opposed to (as opposed to gbestgbest)) algorithm uses a algorithm uses a 

neighbourhood to calculate social componentneighbourhood to calculate social component
•• Neighbourhood size a variableNeighbourhood size a variable

Number of iterationsNumber of iterations
Acceleration coefficients (c1 & c2)Acceleration coefficients (c1 & c2)
•• Manage the relationship between Manage the relationship between pbestpbest and and 

gbest/lbestgbest/lbest
•• Low values may mean slow progressLow values may mean slow progress
•• High values mean the algorithm may miss High values mean the algorithm may miss 

good solutionsgood solutions



PSO Termination CriteriaPSO Termination Criteria

Max IterationsMax Iterations
Acceptable solution foundAcceptable solution found
No improvement for N iterationsNo improvement for N iterations
Normalized swarm radius close to Normalized swarm radius close to 
zerozero
Compute the slope of fitness for the Compute the slope of fitness for the 
global best  global best  -- is it flat?is it flat?



PSO Example1PSO Example1

Global 
optimum

Credit: Maurice Credit: Maurice ClercClerc



PSO Example2PSO Example2
More difficult More difficult Simple Problem Simple Problem 

(De (De JongJong F1) problem (De problem (De 
JongJong F5)F5)

F1)



PSO ApplicationsPSO Applications

Theoretically any optimisation task Theoretically any optimisation task 
that that EAsEAs can be applied to. PSO has can be applied to. PSO has 
been applied to:been applied to:
•• Design of:Design of:

Antennae, aircraft wings, amplifiers, Antennae, aircraft wings, amplifiers, 
controllers, circuits etc…controllers, circuits etc…

•• Scheduling and planning of:Scheduling and planning of:
Operational planning, task assignment, TSPOperational planning, task assignment, TSP



PSO SummaryPSO Summary

Based on the principles of Based on the principles of 
flocking/swarmingflocking/swarming

Has a simple function to update the Has a simple function to update the 
velocities of particles and therefore create velocities of particles and therefore create 
new solutionsnew solutions

Has an intuitive set of parametersHas an intuitive set of parameters

Can be modified to be used on discrete Can be modified to be used on discrete 
and dynamic optimisation problemsand dynamic optimisation problems
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